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Fig. 22. A training set of 2000 digits 7 from the MNIST data set are used to
train probability models with GWT (pMj , one for each scale j in the GWT of the
training set), SVD (pSV Dj , one for each GWT scale, see text), and MFA pMFA.
Left: 32 digits drawn from pM5 , pSV D5 and pMFA: the quality of pM5 and pMFA

is qualitatively better than that of pSV D5 ; moreover pM5 seem to capture more
variability than pMFA. Right: plots of the Hausdorff distance to training set and
in-model Hausdorff distance variability. We see that both pMj and pMFA have
simiar distance to the training set, while pSV Dj , being a model in the ambient
space, generates points farther from the distribution. Looking at the plots of the
in-model Hausdorff distance variability, we see that such measure increases for pMj

as a function of j (reflecting the increasing expression power of the model), while
the same measure for pMFA is very small, implying that MFA fails to capture the
variability of the distribution, and simply generates an almost fixed set of points (in
fact, local averages of points in the training set), well-scattered along the training
set.

train two other algorithms: the first one is based on projecting the data on the
first aj principal components, where aj is chosen so that the cost of encoding
the projection and the projected data is the same as the cost of encoding the
GMRA up to scale j and the GWT of the data, and then running the same
multi-factor Gaussian model used above for generating πj,k. This leads to a
probability distribution we denote by pSV Dj

. Finally, we compare with the
Bayesian models from [36]. In order to test the quality of these models, we
consider the following two measures: the first measure is simply the Hausdorff
distance between 2000 randomly chosen samples according to each model and
the training set: this is measuring how close the generated samples are to
the training set. The second measure quantifies if the model captures the
variability of the true data, and is computed by generating multiple points
clouds of 2000 points for a fixed model, and looking at the pairwise Hausdorff
distances between such point clouds: we call this the within-model Hausdorff
distance variability.

The bias-variance tradeoff in the models pMj
is the following: as j increases the

planes better model the geometry of the data (under our usual assumptions),
so that the bias of the model (and the approximation error) decreases as j
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