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y = − 1.7*x − 0.66

Fig. 3. Top row: Wavelet coefficients obtained by the algorithm for the three data
sets in Fig. ??. The horizontal axis indexes the points (arranged according to the
tree), and the vertical axis multi-indexes the wavelet coefficients, from coarse (top)
to fine (bottom) scale: the block of entries at (x, j) is log10 |qj,x|, where qj,x is the
vector of geometric wavelet coefficients of x at scale j (see Sec. ??). In particular,
each row indexes multiple wavelet elements, one for each k ∈ Kj . Bottom row:
magnitude of wavelet coefficients decreasing quadratically as a function of scale.

approximation errors, defined as a more stringent version of (??):

E rel
j,2 =

1
√
Var(Xn)

√√√√√
1

n

∑

x∈Xn

(
||x− Pj,x(x)||

||x||

)2

, (2.17)

where Xn is the training data of n samples. Both the approximation error and
the magnitude of the wavelet coefficients decrease quadratically with respect
to scale.

We threshold the wavelet coefficients to study the compressibility of the wavelet
coefficients and the rate of change of the approximation errors (using com-
pressed wavelet coefficients). For this end, we use a smaller precision 10−5

so that the algorithm can examine a larger interval of thresholds. We first
threshold the wavelet coefficients of the Oscillating2DWave data at the level
.01 and plot in Fig. ?? the reduced matrix of wavelet coefficients and the cor-
responding best reconstruction of the manifold (i.e., at the finest scale). Next,
we threshold the wavelet coefficients of all three data sets at different levels
(from 10−5 to 1) and plot in Fig. ?? the compression and error curves.
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