# 2008 Saint Flour Lectures Oracle Inequalities in Empirical Risk Minimization and Sparse Recovery Problems 

Vladimir Koltchinskii<br>School of Mathematics<br>Georgia Institute of Technology<br>Atlanta GA 30332-0160 USA<br>vlad@math.gatech.edu

September 15, 2009

## Contents

Preface ..... 5
1 Introduction ..... 7
1.1 Abstract Empirical Risk Minimization ..... 7
1.2 Excess Risk: Distribution Dependent Bounds ..... 9
1.3 Rademacher Processes and Data Dependent Bounds on Excess Risk ..... 11
1.4 Penalized Empirical Risk Minimization and Oracle Inequalities ..... 13
1.5 Concrete Empirical Risk Minimization Problems ..... 14
1.6 Sparse Recovery Problems ..... 18
2 Empirical and Rademacher Processes ..... 20
2.1 Symmetrization Inequalities ..... 20
2.2 Comparison Inequalities for Rademacher Sums ..... 22
2.3 Concentration Inequalities ..... 25
3 Bounding Expected Sup-Norms of Empirical and Rademacher Pro- cesses ..... 28
3.1 Subgaussian Processes ..... 28
3.2 Finite Classes of Functions ..... 31
3.3 Shattering Numbers and VC-classes of sets ..... 33
3.4 Upper Entropy Bounds ..... 36
3.5 Lower Entropy Bounds ..... 41
3.6 Function Classes in Hilbert Spaces ..... 45
4 Excess Risk Bounds ..... 48
4.1 Distribution Dependent Bounds and Ratio Bounds for Excess Risk ..... 49
4.2 Rademacher Complexities and Data Dependent Bounds on Excess Risk ..... 59
5 Examples of Excess Risk Bounds in Prediction Problems ..... 69
5.1 Regression with Quadratic Loss ..... 71
5.2 Empirical Risk Minimization with Convex Loss ..... 76
5.3 Binary Classification Problems ..... 80
6 Penalized Empirical Risk Minimization and Model Selection Problems ..... 85
6.1 Penalization in Monotone Families $\mathcal{F}_{k}$ ..... 87
6.2 Penalization by Empirical Risk Minima ..... 90
6.3 Linking Excess Risk and Variance in Penalization ..... 96
7 Linear Programming in Sparse Recovery ..... 103
7.1 Sparse Recovery and Neighborliness of Convex Polytopes ..... 103
7.2 Geometric Properties of the Dictionary ..... 105
7.3 Sparse Recovery in Noiseless Problems ..... 115
7.4 The Dantzig Selector ..... 121
8 Convex Penalization in Sparse Recovery: $\ell_{1}$-Penalization ..... 132
8.1 General Aspects of Convex Penalization ..... 132
$8.2 \ell_{1}$-Penalization: Bounding the $\ell_{1}$-Norm of a Solution ..... 137
$8.3 \ell_{1}$-Penalization and Oracle Inequalities ..... 143
9 Strictly Convex Penalization in Sparse Recovery ..... 160
9.1 Entropy Penalization and Sparse Recovery in Convex Hulls: Random Er- ror Bounds ..... 160
9.2 Approximation Error Bounds, Alignment and Oracle Inequalities ..... 170
9.3 Density Estimation and Sparse Mixtures Recovery ..... 173
$9.4 \ell_{p}$-Penalization in Sparse Recovery ..... 175
10 Appendix: Properties of $\sharp$ - and b-Transforms ..... 181
References ..... 182


#### Abstract

A number of problems in nonparametric statistics and learning theory can be formulated as penalized empirical risk minimization over large function classes with penalties depending on the complexity of the functions (decision rules) involved in the problem. The goal of mathematical analysis of such procedures is to prove "oracle inequalities" describing optimality properties of penalized empirical risk minimization with properly designed penalties as well as its adaptivity to unknown complexity of the problem. This requires a careful study of local properties of empirical, Rademacher and other stochastic processes indexed by function classes using the methods of high dimensional probability and asymptotic geometric analysis. Recently, this approach has proved to be especially useful in understanding of problems of recovery of a target function that has a sparse representation in a given large dictionary based on noisy measurements of this function at random locations.


## Preface

The purpose of these lecture notes is to provide an introduction to the general theory of empirical risk minimization with an emphasis on excess risk bounds and oracle inequalities in penalized problems. In the recent years, there have been new developments in this area motivated by the study of new classes of methods in Machine Learning such as large margin classification methods (boosting, kernel machines). The main probabilistic tools involved in the analysis of these problems are concentration and deviation inequalities by Talagrand along with other methods of empirical processes theory (symmetrization inequalities, contraction inequality for Rademacher sums, entropy and generic chaining bounds). Sparse recovery based on $\ell_{1}$-type penalization is another active area of research where the main problems can be stated in the framework of penalized empirical risk minimization and concentration inequalities and empirical processes tools proved to be very useful.

My interest in empirical processes started in the late 70s and early 80s. It was largely influenced by the work of Vapnik and Chervonenkis on Glivenko-Cantelli problem and on empirical risk minimization in pattern recognition, and, especially, by the results of Dudley on uniform central limit theorems. Talagrand's concentration inequality proved in the 90s was a major result with deep consequences in the theory of empirical processes and related areas of statistics, and it inspired many new approaches in analysis of empirical risk minimization problems.

Over the last years, the work of many people have had a profound impact on my own research and on my view of the subject of these notes. I was lucky to work together with several of them and to have numerous conversations and email exchanges with many others. I am especially thankful to Peter Bartlett, Lucien Birgé, Gilles Blanchard, Stephane Boucheron, Olivier Bousquet, Richard Dudley, Sara van de Geer, Evarist Giné, Gabor Lugosi, Pascal Massart, David Mason, Shahar Mendelson, Dmitry Panchenko, Alexandre Tsybakov, Aad van der Vaart, Jon Wellner and Joel Zinn.

I am thankful to the School of Mathematics, Georgia Institute of Technology and to the Department of Mathematics and Statistics, University of New Mexico where most of my work for the past several years have taken place.

The research described in these notes has been supported in part by NSF grants MSPA-MPS-0624841, DMS-0304861 and CCF-0808863.

I was working on these notes while visiting the Isaac Newton Institute for Mathe-
matical Sciences in Cambridge in 2008. I am thankful to the Institute for its hospitality.

## 1 Introduction

### 1.1 Abstract Empirical Risk Minimization

Let $X, X_{1}, \ldots, X_{n}, \ldots$ be i.i.d. random variables defined on a probability space $(\Omega, \Sigma, \mathbb{P})$ and taking values in a measurable space $(S, \mathcal{A})$ with common distribution $P$. Let $P_{n}$ denote the empirical measure based on the sample $\left(X_{1}, \ldots, X_{n}\right)$ of the first $n$ observations:

$$
P_{n}:=n^{-1} \sum_{j=1}^{n} \delta_{X_{j}},
$$

where $\delta_{x}, x \in S$ is the Diracs's measure. Let $\mathcal{F}$ be a class of measurable functions $f: S \mapsto \mathbb{R}$. In what follows, the values of a function $f \in \mathcal{F}$ will be interpreted as a "loss" associated with a certain "action" and the expectation of $f(X)$

$$
\mathbb{E} f(X)=\int_{S} f d P=P f
$$

will be viewed as the risk of a certain "decision rule". We will be interested in the problem of risk minimization

$$
\begin{equation*}
P f \longrightarrow \min , f \in \mathcal{F} \tag{1.1}
\end{equation*}
$$

in the cases when the distribution $P$ is unknown and has to be estimated based on the data $\left(X_{1}, \ldots, X_{n}\right)$. Since the empirical measure $P_{n}$ is a natural estimator of $P$, the true risk can be estimated by the corresponding empirical risk

$$
n^{-1} \sum_{j=1}^{n} f\left(X_{j}\right)=\int_{S} f d P_{n}=P_{n} f
$$

and the risk minimization problem has to be replaced by the empirical risk minimization:

$$
\begin{equation*}
P_{n} f \longrightarrow \min , f \in \mathcal{F} \tag{1.2}
\end{equation*}
$$

Many important methods of statistical estimation such as maximum likelihood and more general $M$-estimation are versions of empirical risk minimization. The general theory of empirical risk minimization has started with seminal paper of Vapnik and Chervonenkis [94] (see Vapnik [93] for more references) although some important ideas go back to much earlier work on asymptotic theory of $M$-estimation. Vapnik and Chervonenkis were motivated by applications of empirical risk minimization in pattern recognition and learning theory that required the development of the theory in a much more general framework than what was common in statistical literature. Their key idea was to relate
the quality of the solution of empirical risk minimization problem to the accuracy of approximation of the true distribution $P$ by the empirical distribution $P_{n}$ uniformly over function classes representing losses of decision rules. Because of this, they have studied general Glivenko-Cantelli problems about convergence of $\left\|P_{n}-P\right\|_{\mathcal{F}}$ to 0 , where

$$
\|Y\|_{\mathcal{F}}:=\sup _{f \in \mathcal{F}}|Y(f)|
$$

for $Y: \mathcal{F} \mapsto \mathbb{R}$. Vapnik and Chervonenkis introduced a number of important characteristics of complexity of function classes, such as VC-dimensions and random entropies, that control the accuracy of empirical approximation. These results along with the development of classical limit theorems in Banach spaces in the 60s and 70s led to the general theory of empirical processes that started with the pathbreaking paper by Dudley [41] on central limit theorems for empirical measures (see Dudley [42], Pollard [81], van der Vaart and Wellner [95]).

In the 90 s , Talagrand studied isoperimetric inequalities for product measures and, in particular, he proved a striking uniform version of Bernstein inequality describing concentration of $\left\|P_{n}-P\right\|_{\mathcal{F}}$ around its expectation (see Talagrand [86, 87]). This was a real breakthrough in the theory of empirical processes and empirical risk minimization. At about the same time a concept of oracle inequalities has been developed in nonparametric statistics (see, e.g., Johnstone [52]). In modern statistics, it is common to deal with a multitude of possible models that describe the same data (for instance, a family of models for unknown regression functions of varying complexity). An oracle inequality is a bound on the risk of a statistical estimator that shows that the performance of the estimator is almost (often, up to numerical constants) as good as it would be if the statistician had an access to an oracle that knows what the best model for the target function is. It happened that concentration inequalities provide rather natural probabilistic tools needed to develop oracle inequalities in a number of statistical problems. In particular, Birgé and Massart [15], Barron, Birgé and Massart [5], and, more recently, Massart [73, 74] suggested a general approach to model selection in a variety of statistical problems such as density estimation, regression and classification that is based on penalized empirical risk minimization. They used Talagrand's concentration and deviation inequalities in a systematic way to establish a number of oracle inequalities showing some form of optimality of penalized empirical risk minimization as a model selection tool.

In the recent years, new important classes of algorithms in machine learning have been introduced that are based on empirical risk minimization. In particular, large mar-
gin classification algorithms, such as boosting and support vector machines (SVM), can be viewed as empirical risk minimization over infinite dimensional functional spaces with special convex loss functions. In an attempt to understand the nature of these classification methods and to explain their superb generalization performance, there has been another round of work on the abstract theory of empirical risk minimization. One of the main ideas was to use sup-norms or localized sup-norms of the Rademacher processes indexed by function classes to develop a general approach to measuring the complexities of these classes (see Koltchinskii [58], Bartlett, Boucheron and Lugosi [8], Koltchinskii and Panchenko [60], Bousquet, Koltchinskii and Panchenko [23], Bartlett, Bousquet and Mendelson [7], Lugosi and Wegkamp [70], Bartlett and Mendelson [9]). This resulted in rather flexible definitions of distribution dependent and data dependent complexities in an abstract framework as well as more specialized complexities reflecting relevant parameters of specific learning machines. Moreover, such complexities have been used as natural penalties in model selection methods. This approach provided a general explanation of fast convergence rates in classification and other learning problems, the phenomenon discovered and studied by several authors, in particular, by Mammen and Tsybakov [72] and in an influential paper by Tsybakov [91].

### 1.2 Excess Risk: Distribution Dependent Bounds

Definition 1.1 Let

$$
\mathcal{E}(f):=\mathcal{E}_{P}(f):=\mathcal{E}_{P}(\mathcal{F} ; f):=P f-\inf _{g \in \mathcal{F}} P g .
$$

This quantity will be called the excess risk of $f \in \mathcal{F}$.

Let

$$
\hat{f}=\hat{f}_{n} \in \operatorname{Argmin}_{f \in \mathcal{F}} P_{n} f
$$

be a solution of the empirical risk minimization problem (1.2). The function $\hat{f}_{n}$ is used as an approximation of the solution of the true risk minimization problem (1.1) and its excess risk $\mathcal{E}_{P}\left(\hat{f}_{n}\right)$ is a natural measure of accuracy of this approximation.

It is of interest to find tight upper bounds on the excess risk of $\hat{f}_{n}$ that hold with a high probability. Such bounds usually depend on certain "geometric" properties of the function class $\mathcal{F}$ and on various measures of its "complexity" that determine the accuracy of approximation of the true risk $P f$ by the empirical risk $P_{n} f$ in a neighborhood of a proper size of the minimal set of the true risk.

In fact, it is rather easy to describe a general approach to derivation of such bounds in an abstract framework of empirical risk minimization discussed in these notes. This approach does give a correct answer in many specific examples. To be precise, define the $\delta$-minimal set of the risk as

$$
\mathcal{F}(\delta):=\mathcal{F}_{P}(\delta):=\left\{f: \mathcal{E}_{P}(f) \leq \delta\right\}
$$

Suppose, for simplicity, that the infimum of the risk $P f$ is attained at $\bar{f} \in \mathcal{F}$ (the argument can be easily modified if the infimum is not attained in the class). Denote $\hat{\delta}:=\mathcal{E}_{P}(\hat{f})$. Then $\hat{f}, \bar{f} \in \mathcal{F}(\hat{\delta})$ and $P_{n} \hat{f} \leq P_{n} \bar{f}$. Therefore,

$$
\hat{\delta}=\mathcal{E}_{P}(\hat{f})=P(\hat{f}-\bar{f}) \leq P_{n}(\hat{f}-\bar{f})+\left(P-P_{n}\right)(\hat{f}-\bar{f}),
$$

which implies

$$
\hat{\delta} \leq \sup _{f, g \in \mathcal{F}(\hat{\delta})}\left|\left(P_{n}-P\right)(f-g)\right| .
$$

Imagine there exists a nonrandom upper bound

$$
\begin{equation*}
U_{n}(\delta) \geq \sup _{f, g \in \mathcal{F}(\delta)}\left|\left(P_{n}-P\right)(f-g)\right| \tag{1.3}
\end{equation*}
$$

that holds uniformly in $\delta$ with a high probability. Then, with the same probability, the excess risk $\mathcal{E}_{P}(\hat{f})$ will be bounded by the largest solution of the inequality $\delta \leq U_{n}(\delta)$. There are many different ways to construct upper bounds on the sup-norms of empirical processes. A very general approach is based on Talagrand's concentration inequalities. Assume for simplicity that functions in the class $\mathcal{F}$ take their values in the interval $[0,1]$. Based on the $L_{2}(P)$-diameter $D_{P}(\mathcal{F} ; \delta)$ of the $\delta$-minimal set $\mathcal{F}(\delta)$ and the function

$$
\phi_{n}(\mathcal{F} ; \delta):=\mathbb{E} \sup _{f, g \in \mathcal{F}(\delta)}\left|\left(P_{n}-P\right)(f-g)\right|,
$$

define

$$
\bar{U}_{n}(\delta ; t):=K\left(\phi_{n}(\mathcal{F} ; \delta)+D(\mathcal{F} ; \delta) \sqrt{\frac{t}{n}}+\frac{t}{n}\right) .
$$

Talagrand's concentration inequality then implies that with some numerical constant $K>0$, for all $t>0$,

$$
\mathbb{P}\left\{\sup _{f, g \in \mathcal{F}(\delta)}\left|\left(P_{n}-P\right)(f-g)\right| \geq \bar{U}_{n}(\delta ; t)\right\} \leq e^{-t}
$$

This observation provides an easy way to construct a function $U_{n}(\delta)$ such that (1.3) holds with a high probability uniformly in $\delta$ (first, by defining such a function at a discrete set
of the values of $\delta$ and then extending it to all the values by monotonicity). By solving the inequality $\delta \leq U_{n}(\delta)$, one can construct a bound $\bar{\delta}_{n}(\mathcal{F})$ such that the probability $\mathbb{P}\left\{\mathcal{E}_{P}\left(\hat{f}_{n}\right) \geq \bar{\delta}_{n}(\mathcal{F})\right\}$ is small. Thus, constructing an upper bound on the excess risk essentially reduces to solving a fixed point equation of the type $\delta=U_{n}(\delta)$. Such a fixed point method has been studied, for instance, in Massart [73], Koltchinskii and Panchenko [60], Bartlett, Bousquet and Mendelson [7], Koltchinskii [59] (and in several other papers of these authors).

In the case of $P$-Donsker classes $\mathcal{F}$,

$$
\phi_{n}(\mathcal{F} ; \delta) \leq \mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}}=O\left(n^{-1 / 2}\right),
$$

which implies that

$$
\bar{\delta}_{n}(\mathcal{F})=O\left(n^{-1 / 2}\right)
$$

Moreover, if the diameter $D(\mathcal{F} ; \delta)$ of the $\delta$-minimal set tends to 0 as $\delta \rightarrow 0$ (which is typically the case if the risk minimization problem (1.1) has a unique solution), then, by asymptotic equicontinuity, we have

$$
\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} n^{1 / 2} \phi_{n}(\mathcal{F} ; \delta)=0
$$

which allows to conclude that

$$
\bar{\delta}_{n}(\mathcal{F})=o\left(n^{-1 / 2}\right) .
$$

It happens that the bound $\bar{\delta}_{n}(\mathcal{F})$ is of asymptotically correct order as $n \rightarrow \infty$ in many specific examples of risk minimization problem in statistics and learning theory.

The bounds of this type are distribution dependent (i.e., they depend on the unknown distribution $P$ ).

### 1.3 Rademacher Processes and Data Dependent Bounds on Excess Risk

The next challenge is to construct data dependent upper confidence bounds on the excess risk $\mathcal{E}_{P}(\hat{f})$ of empirical risk minimizers that depend only on the sample $\left(X_{1}, \ldots, X_{n}\right)$, but do not depend explicitly on the unknown distribution $P$. Such bounds can be used in model selection procedures. Their construction usually requires the development of certain statistical estimates of the quantities involved in the definition of the distribution dependent bound $\bar{\delta}_{n}(\mathcal{F})$ based on the sample $\left(X_{1}, \ldots, X_{n}\right)$. Namely, we have to estimate the expectation of the local sup-norm of the empirical process $\phi_{n}(\mathcal{F} ; \delta)$ and the diameter of the $\delta$-minimal set.

A natural way to estimate the empirical process is to replace it by the Rademacher process

$$
R_{n}(f):=n^{-1} \sum_{j=1}^{n} \varepsilon_{j} f\left(X_{j}\right), f \in \mathcal{F},
$$

where $\left\{\varepsilon_{j}\right\}$ are i.i.d. Rademacher random variables (i.e., they are symmetric Bernoulli random variables taking values +1 and -1 with probability $1 / 2$ each) that are also independent of the data $\left(X_{1}, \ldots, X_{n}\right)$. The process $R_{n}(f), f \in \mathcal{F}$ depends only on the data (and on the independent sequence of Rademacher random variables that can be simulated). For each $f \in \mathcal{F}, R_{n}(f)$ is essentially the "correlation coefficient" between the values of the function $f$ at data points and independent Rademacher noise. The fact that the sup-norm $\left\|R_{n}\right\|_{\mathcal{F}}$ of the Rademacher process is "large" means that there exists a function $f \in \mathcal{F}$ that fits the Rademacher noise very well. This usually means that the class of functions is too complex for the purposes of statistical estimation and performing empirical risk minimization over such a class is likely to lead to overfitting. Thus, the size of sup-norms or local sup-norms of the Rademacher process provides natural data dependent measures of complexity of function classes used in statistical estimation. Symmetrization inequalities well known in the theory of empirical processes show that the expected sup-norms of Rademacher processes are within a constant from the corresponding sup-norms of the empirical process. Moreover, using concentration inequalities, one can directly relate the sup-norms of these two processes.

The $\delta$-minimal sets (the level sets) of the true risk involved in the construction of bounds $\bar{\delta}_{n}(\mathcal{F})$ can be estimated by the level sets of the empirical risk. This is based on ratio type inequalities for the excess risk, i.e., on bounding the following probabilities

$$
\mathbb{P}\left\{\sup _{f \in \mathcal{F}, \mathcal{E}_{P}(f) \geq \delta}\left|\frac{\mathcal{E}_{P_{n}}(f)}{\mathcal{E}_{P}(f)}-1\right| \geq \varepsilon\right\} .
$$

This problem is closely related to the study of ratio type empirical processes (see Giné, Koltchinskii and Wellner [49], Giné and Koltchinskii [50] and references therein). Finally, the $L_{2}(P)$-diameter of the $\delta$-minimal sets of $P$ can be estimated by the $L_{2}\left(P_{n}\right)$-diameter of the $\delta$-minimal sets of $P_{n}$. Thus, we can estimate all the distribution dependent parameters involved in the construction of $\bar{\delta}_{n}(\mathcal{F})$ by their empirical versions and, as a result, construct data-dependent upper bounds on the excess risk $\mathcal{E}_{P}(\hat{f})$ that hold with a guaranteed high probability. The proofs of these facts heavily rely on Talagrand's concentration inequalities for empirical processes.

### 1.4 Penalized Empirical Risk Minimization and Oracle Inequalities

The data-dependent bounds on the excess risk can be used in general model selection techniques in abstract empirical risk minimization problems. In such problems, there is a need to deal with minimizing the risk over a very large class of functions $\mathcal{F}$, and there is a specified family ("a sieve") of subclasses $\left\{\mathcal{F}_{\alpha}, \alpha \in A\right\}$ of varying complexity that are used to approximate functions from $\mathcal{F}$. Often, classes $\mathcal{F}_{\alpha}$ correspond to different statistical models. Instead of one empirical risk minimization problem (1.2) one has to deal now with a family of problems

$$
\begin{equation*}
P_{n} f \longrightarrow \min , f \in \mathcal{F}_{\alpha}, \alpha \in A, \tag{1.4}
\end{equation*}
$$

that has a set of solutions $\left\{\hat{f}_{n, \alpha}: \alpha \in A\right\}$. In many cases, there is a natural way to measure the quality of the solution of each of the problems (1.4). For instance, it can be based on distribution dependent upper bounds $\bar{\delta}_{n}(\alpha)=\bar{\delta}_{n}\left(\mathcal{F}_{\alpha}\right)$ on the excess risk $\mathcal{E}_{P}\left(\mathcal{F}_{\alpha} ; \hat{f}_{n, \alpha}\right)$ discussed above. The goal of model selection is to provide a data driven (adaptive) choice $\hat{\alpha}=\hat{\alpha}\left(X_{1}, \ldots, X_{n}\right)$ of model index $\alpha$ such that the empirical risk minimization over the class $\mathcal{F}_{\hat{\alpha}}$ results in an estimator $\hat{f}=\hat{f}_{n, \hat{\alpha}}$ with the nearly "optimal" excess risk $\mathcal{E}_{P}(\mathcal{F} ; \hat{f})$. One of the most important approaches to model selection is based on penalized empirical risk minimization, i.e. on solving the following problem

$$
\begin{equation*}
\hat{\alpha}:=\operatorname{argmin}_{\alpha \in A}\left[\min _{f \in \mathcal{F}_{\alpha}} P_{n} f+\hat{\pi}_{n}(\alpha)\right], \tag{1.5}
\end{equation*}
$$

where $\hat{\pi}_{n}(\alpha), \alpha \in A$ are properly chosen complexity penalties. Often, $\hat{\pi}_{n}(\alpha)$ is designed as a data dependent upper bound on $\bar{\delta}_{n}(\alpha)$, the "desired accuracy" of empirical risk minimization for the class $\mathcal{F}_{\alpha}$. This approach has been developed under several different names (Vapnik-Chervonenkis structural risk minimization, method of sieves, etc.). Sometimes, it is convenient to write penalized empirical risk minimization problem in the following form

$$
\hat{f}:=\operatorname{argmin}_{f \in \mathcal{F}}\left[P_{n} f+\operatorname{pen}(n ; f)\right],
$$

where $\operatorname{pen}(n ; \cdot)$ is a real valued complexity penalty defined on $\mathcal{F}$. Denoting, for each $\alpha \in \mathbb{R}$,

$$
\mathcal{F}_{\alpha}:=\{f \in \mathcal{F}: \operatorname{pen}(n ; f)=\alpha\}
$$

and defining $\hat{\pi}_{n}(\alpha)=\alpha$, the problem can be again rewritten as (1.5).

The bounds on the excess risk of $\hat{f}=\hat{f}_{n, \hat{\alpha}}$ of the following type (with some constant C)

$$
\begin{equation*}
\mathcal{E}_{P}(\mathcal{F} ; \hat{f}) \leq C \inf _{\alpha \in A}\left[\inf _{f \in \mathcal{F}_{\alpha}} \mathcal{E}_{P}(f)+\bar{\delta}_{n}(\alpha)\right] \tag{1.6}
\end{equation*}
$$

that hold with a high probability are often used to express the optimality of model selection. The meaning of these inequalities can be explained as follows. Imagine that the minimum of the true risk in the class $\mathcal{F}$ is attained in a subclass $\mathcal{F}_{\alpha}$ for some $\alpha=\alpha(P)$. If there were an oracle that knew the model index $\alpha(P)$, then with the help of the oracle one could achieve the excess risk at least as small as $\bar{\delta}_{n}(\alpha(P))$. The model selection method for which the inequality (1.6) holds is not using the help of the oracle. However, it follows from (1.6) that the excess risk of the resulting estimator is upper bounded by $C \bar{\delta}_{n}(\alpha(P))$ (which is within a constant of the performance of the oracle).

### 1.5 Concrete Empirical Risk Minimization Problems

Density estimation. The most popular method of statistical estimation, the maximum likelihood method, can be viewed as a special case of empirical risk minimization. Let $\mu$ be a $\sigma$-finite measure on $(S, \mathcal{A})$ and let $\mathcal{P}$ be a statistical model, i.e., $\mathcal{P}$ is a family of probability densities with respect to $\mu$. In particular, $\mathcal{P}$ can be a parametric model with a parameter set $\Theta, \mathcal{P}=\{p(\theta, \cdot): \theta \in \Theta\}$. A maximum likelihood estimator of unknown density $p_{*} \in \mathcal{P}$ based on i.i.d. observations $X_{1}, \ldots, X_{n}$ sampled from $p_{*}$ is a solution of the following empirical risk minimization problem

$$
\begin{equation*}
n^{-1} \sum_{j=1}^{n}\left(-\log p\left(X_{j}\right)\right) \longrightarrow \min , p \in \mathcal{P} \tag{1.7}
\end{equation*}
$$

Another popular approach to density estimation is based on the following penalized empirical risk minimization problem

$$
\begin{equation*}
-\frac{2}{n} \sum_{j=1}^{n} p\left(X_{j}\right)+\|p\|_{L_{2}(\mu)}^{2} \longrightarrow \min , p \in \mathcal{P} \tag{1.8}
\end{equation*}
$$

This approach can be explained as follows. The best $L_{2}(\mu)$ - approximation of the density $p_{*}$ is obtained by solving

$$
\left\|p-p_{*}\right\|_{L_{2}(\mu)}^{2}=-2 \int_{S} p p_{*} d \mu+\|p\|_{L_{2}(\mu)}^{2}+\left\|p_{*}\right\|_{L_{2}(\mu)}^{2} \longrightarrow \min , p \in \mathcal{P}
$$

The integral $\int_{S} p p_{*} d \mu=\mathbb{E} p(X)$ can be estimated by $n^{-1} \sum_{j=1}^{n} p\left(X_{j}\right)$, leading to problem (1.8). Of course, in the case of complex enough models $\mathcal{P}$, there might be a need in complexity penalization in (1.7) and (1.8).

Prediction problems. Empirical risk minimization is especially useful in a variety of prediction problems. In these problems, the data consists of i.i.d. couples $\left(X_{1}, Y_{1}\right), \ldots\left(X_{n}, Y_{n}\right)$ in $S \times T$ with common distribution $P$. Assume that $T \subset \mathbb{R}$. Given another couple ( $X, Y$ ) sampled from $P$, the goal is to predict $Y$ based on an observation of $X$. To formalize this problem, introduce a loss function $\ell: T \times \mathbb{R} \mapsto \mathbb{R}_{+}$. Given $g: S \mapsto \mathbb{R}$, denote $(\ell \bullet g)(x, y):=\ell(y, g(x))$, which will be interpreted as a loss suffered as a result of using $g(x)$ to predict $y$. Then the risk associated with "action" $g$ is defined as

$$
P(\ell \bullet g)=\mathbb{E} \ell(Y, g(X))
$$

Given a set $\mathcal{G}$ of possible actions $g$, we want to minimize the risk:

$$
P(\ell \bullet g) \longrightarrow \min , g \in \mathcal{G}
$$

The risk can be estimated based on the data $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$, which leads to the following empirical risk minimization problem

$$
P_{n}(\ell \bullet g)=n^{-1} \sum_{j=1}^{n} \ell\left(Y_{j}, g\left(X_{j}\right)\right) \longrightarrow \min , g \in \mathcal{G}
$$

Introducing the notation $f:=\ell \bullet g$ and setting $\mathcal{F}:=\{\ell \bullet g: g \in \mathcal{G}\}$, one can rewrite the problems in the form (1.1), (1.2).

Regression and classification are two most common examples of prediction problems. In regression problems, the loss function is usually defined as $\ell(y ; u)=\phi(y-u)$, where $\phi$ is, most often, nonnegative, even and convex function with $\phi(0)=0$. The empirical risk minimization becomes

$$
n^{-1} \sum_{j=1}^{n} \phi\left(Y_{j}-g\left(X_{j}\right)\right) \longrightarrow \min , g \in \mathcal{G}
$$

The choice $\phi(u)=u^{2}$ is by far the most popular and it means fitting the regression model using the least square method.

In the case of binary classification problems, $T:=\{-1,1\}$ and it is natural to consider a class $\mathcal{G}$ of binary functions (classifiers) $g: S \mapsto\{-1,1\}$ and to use the binary loss $\ell(y ; u)=I(y \neq u)$. The risk of a classifier $g$ with respect to the binary loss

$$
P(\ell \bullet g)=\mathbb{P}\{Y \neq g(X)\}
$$

is just the probability to misclassify and, in learning theory, it is known as the generalization error. A binary classifier that minimizes the generalization error over all measurable
binary functions is called the Bayes classifier and its generalization error is called the Bayes risk. The corresponding empirical risk

$$
P_{n}(\ell \bullet g)=n^{-1} \sum_{j=1}^{n} I\left(Y_{j} \neq g\left(X_{j}\right)\right)
$$

is known as the training error. Minimizing the training error over $\mathcal{G}$

$$
n^{-1} \sum_{j=1}^{n} I\left(Y_{j} \neq g\left(X_{j}\right)\right) \longrightarrow \min , g \in \mathcal{G}
$$

is, usually, a computationally intractable problem (with an exception of very simple families of classifiers $\mathcal{G}$ ) since the functional to be minimized lacks convexity, smoothness or any other form of regularity.

Large margin classification. Large margin classification methods are based on the idea of considering real valued classifiers $g: S \mapsto \mathbb{R}$ instead of binary classifiers and replacing the binary loss by a convex "surrogate loss". A real valued classifier $g$ can be easily transformed into binary: $g \mapsto \operatorname{sign}(g)$. Define $\ell(y, u):=\phi(y u)$, where $\phi: \mathbb{R} \mapsto \mathbb{R}_{+}$ is a convex nonincreasing function such that $\phi(u) \geq I_{(-\infty, 0]}(u), u \in \mathbb{R}$. The product $Y g(X)$ is called the margin of classifier $g$ on the training example $(X, Y)$. If $Y g(X) \geq 0$, $(X, Y)$ is correctly classified by $g$, otherwise the example is misclassified. Given a convex set $\mathcal{G}$ of classifiers $g: S \mapsto \mathbb{R}$ the risk minimization problem becomes

$$
P(\ell \bullet g)=\mathbb{E} \phi(Y g(X)) \longrightarrow \min , g \in \mathcal{G}
$$

and its empirical version is

$$
\begin{equation*}
P_{n}(\ell \bullet g)=n^{-1} \sum_{j=1}^{n} \phi\left(Y_{j} g\left(X_{j}\right)\right) \longrightarrow \min , g \in \mathcal{G} \tag{1.9}
\end{equation*}
$$

which are convex optimization problems.
It is well known that, under very mild conditions on the "surrogate loss" $\phi$ (so called classification calibration,see, e.g., [10]) the solution $g_{*}$ of the problem

$$
P(\ell \bullet g)=\mathbb{E} \phi(Y g(X)) \longrightarrow \min , g: S \mapsto \mathbb{R}
$$

possesses the property that $\operatorname{sign}\left(g_{*}\right)$ is the Bayes classifier. Thus, it becomes plausible that the empirical risk minimization problem (1.9) with a large enough and properly chosen convex function class $\mathcal{G}$ would have a solution $\hat{g}$ such that the generalization error of
the binary classifier $\operatorname{sign}(\hat{g})$ is close enough to the Bayes risk. Because of the nature of the loss function (heavy penalization for negative and even small positive margins), the solution $\hat{g}$ tends to be a classifier with most of the margins on the training data positive and large, which explains the name "large margin classifiers".

Among common choices of the surrogate loss function are $\phi(u)=e^{-u}$ (the exponential loss), $\phi(u)=\log _{2}\left(1+e^{-u}\right)($ the logit loss) and $\phi(u)=(1-u) \vee 0$ (the hinge loss).

A possible choice of class $\mathcal{G}$ is

$$
\mathcal{G}:=\operatorname{conv}(\mathcal{H}):=\left\{\sum_{j=1}^{N} \lambda_{j} h_{j}, N \geq 1, \lambda_{j} \geq 0, \sum_{j=1}^{N} \lambda_{j} h_{j}, h_{j} \in \mathcal{H}\right\}
$$

where $\mathcal{H}$ is a given base class of classifiers. Usually, $\mathcal{H}$ consists of binary classifiers and it is a rather simple class class such that the direct minimization of the training error over $\mathcal{H}$ is computationally tractable. The problem (1.9) is then solved by a version of gradient descent algorithm in functional space. This leads to a family of classification methods called boosting (also, voting methods, ensemble methods, etc). Classifiers output by boosting are convex combinations of base classifiers and the whole method is often interpreted in machine learning literature as a way to combine simple base classifiers into more complex and powerful classifiers with a much better generalization performance.

Another popular approach is based on penalized empirical risk minimization in a reproducing kernel Hilbert space $($ RKHS $) \mathcal{H}_{K}$ generated by a symmetric nonnegatively definite kernel $K: S \times S \mapsto \mathbb{R}$. For instance, using the square of the norm as a penalty results in the following problem:

$$
\begin{equation*}
n^{-1} \sum_{j=1}^{n} \phi\left(Y_{j} g\left(X_{j}\right)\right)+\varepsilon\|g\|_{\mathcal{H}_{K}}^{2} \longrightarrow \min , g \in \mathcal{H}_{K} \tag{1.10}
\end{equation*}
$$

where $\varepsilon>0$ is a regularization parameter. In the case of hinge loss $\phi(u)=(1-u) \vee 0$ the method is called support vector machine (SVM). By the basic properties of RKHS, a function $g \in \mathcal{H}_{K}$ can be represented as $g(x)=\langle g, K(x, \cdot)\rangle_{\mathcal{H}_{K}}$. Because of this, it is very easy to conclude that the solution $\hat{g}$ of (1.10) must be in the linear span of functions $K\left(X_{1}, \cdot\right), \ldots, K\left(X_{n}, \cdot\right)$. Thus, the problem (1.10) is essentially a finite dimensional convex problem (in the case of hinge loss, it becomes a quadratic programming problem).

### 1.6 Sparse Recovery Problems

Let $\mathcal{H}=\left\{h_{1}, \ldots, h_{N}\right\}$ be a given set of functions from $S$ into $\mathbb{R}$ called a dictionary. Given $\lambda \in \mathbb{R}^{N}$, denote $f_{\lambda}=\sum_{j=1}^{N} \lambda_{j} h_{j}$. Suppose that a function $f_{*} \in$ l.s. $(\mathcal{H})$ is observed at random points $X_{1}, \ldots, X_{n}$ with common distribution $\Pi$,

$$
Y_{j}=f_{*}\left(X_{j}\right), j=1, \ldots, n
$$

being the observations. The goal is to find a representation of $f_{*}$ in the dictionary, i.e., to find $\lambda \in \mathbb{R}^{N}$ such that

$$
\begin{equation*}
f_{\lambda}\left(X_{j}\right)=Y_{j}, j=1, \ldots, n \tag{1.11}
\end{equation*}
$$

In the case when the functions in the dictionary are not linearly independent, such a representation does not have to be unique. Moreover, if $N>n$, the system of linear equations (1.11) is underdetermined and the set

$$
L:=\left\{\lambda \in \mathbb{R}^{N}: f_{\lambda}\left(X_{j}\right)=Y_{j}, j=1, \ldots, n\right\}
$$

is a nontrivial affine subspace of $\mathbb{R}^{N}$. However, even in this case, the following problem still makes sense:

$$
\begin{equation*}
\|\lambda\|_{\ell_{0}}=\sum_{j=1}^{N} I\left(\lambda_{j} \neq 0\right) \longrightarrow \min , \lambda \in L \tag{1.12}
\end{equation*}
$$

In other words, the goal is to find the sparsest solution of the linear system (1.11). In general, the sparse recovery problem (1.12) is not computationally tractable since solving such a nonconvex optimization problem essentially requires searching through all $2^{N}$ coordinate subspaces of $\mathbb{R}^{N}$ and then solving the corresponding linear systems. However, the following problem

$$
\begin{equation*}
\|\lambda\|_{\ell_{1}}=\sum_{j=1}^{N}\left|\lambda_{j}\right| \longrightarrow \min , \lambda \in L \tag{1.13}
\end{equation*}
$$

is convex, and, moreover, it is a linear programming problem. It happens that for some dictionaries $\mathcal{H}$ and distributions $\Pi$ of design variables the solution of problem (1.13) is unique and coincides with the sparsest solution $\lambda_{*}$ of the problem (1.12) (provided that $\left\|\lambda_{*}\right\|_{\ell_{0}}$ is sufficiently small). This fact is closely related to some problems in convex geometry concerning the neighborliness of convex polytopes.

More generally, one can study sparse recovery problems in the case when $f_{*}$ does not necessarily belong to the linear span of the dictionary $\mathcal{H}$ and it is measured at
random locations $X_{j}$ with some errors. Given i.i.d. sample $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$ and a loss function $\ell$, this naturally leads to the study of the following penalized empirical risk minimization problem

$$
\begin{equation*}
\hat{\lambda}^{\varepsilon}:=\operatorname{argmin}_{\lambda \in \mathbb{R}^{N}}\left[P_{n}\left(\ell \bullet f_{\lambda}\right)+\varepsilon\|\lambda\|_{\ell_{1}}\right] \tag{1.14}
\end{equation*}
$$

which is an empirical version of the problem

$$
\begin{equation*}
\lambda^{\varepsilon}:=\operatorname{argmin}_{\lambda \in \mathbb{R}^{N}}\left[P\left(\ell \bullet f_{\lambda}\right)+\varepsilon\|\lambda\|_{\ell_{1}}\right], \tag{1.15}
\end{equation*}
$$

where $\varepsilon>0$ is a regularization parameter. It is assumed that the loss function $\ell(y ; u)$ is convex with respect to $u$ which makes the optimization problems (1.14) and (1.15) convex. This framework includes sparse recovery in both regression and large margin classification contexts. In the case of regression with quadratic loss $\ell(y, u)=(y-u)^{2}$, this penalization method has been called LASSO in statistical literature. The sparse recovery algorithm (1.13) can be viewed as a version of (1.14) with quadratic loss and with $\varepsilon=0$.

Another popular method of sparse recovery introduced recently by Candes and Tao [29] and called the Dantzig selector is based on solving the following linear programming problem

$$
\hat{\lambda}^{\varepsilon} \in \operatorname{Argmin}_{\lambda \in \hat{\Lambda} \varepsilon}\|\lambda\|_{\ell_{1}},
$$

where

$$
\hat{\Lambda}^{\varepsilon}:=\left\{\lambda \in \mathbb{R}^{N}: \max _{1 \leq k \leq N}\left|n^{-1} \sum_{j=1}^{n}\left(f_{\lambda}\left(X_{j}\right)-Y_{j}\right) h_{k}\left(X_{j}\right)\right| \leq \varepsilon / 2\right\} .
$$

Note that the conditions defining the set $\hat{\Lambda}^{\varepsilon}$ are just necessary conditions of extremum in the LASSO-optimization problem

$$
n^{-1} \sum_{j=1}^{n}\left(Y_{j}-f_{\lambda}\left(X_{j}\right)\right)^{2}+\varepsilon\|\lambda\|_{\ell_{1}} \longrightarrow \min , \lambda \in \mathbb{R}^{N},
$$

so, the Dantzig selector is closely related to LASSO.
We will also study some other types of penalties that can be used in sparse recovery problems such as $\|\lambda\|_{\ell_{p}}^{p}$ with a suitable value of $p>1$ and entropy penalty $\sum_{j=1}^{N} \lambda_{j} \log \lambda_{j}$ that can be used for sparse recovery in the convex hull of the dictionary $\mathcal{H}$.

Our goal will be to establish oracle inequalities showing that the methods of this type allow one to find a sparse approximation of the target function (when it exists).

## 2 Empirical and Rademacher Processes

The empirical process is defined as

$$
Z_{n}:=n^{1 / 2}\left(P_{n}-P\right)
$$

and it can be viewed as a random measure. However, more often, it has been viewed as a stochastic process indexed by a function class $\mathcal{F}$ :

$$
Z_{n}(f)=n^{1 / 2}\left(P_{n}-P\right)(f), f \in \mathcal{F}
$$

(see Dudley [42] or van der Vaart and Wellner [95]).
The Rademacher process indexed by a class $\mathcal{F}$ was defined in Section 1.3 as

$$
R_{n}(f):=n^{-1} \sum_{i=1}^{n} \varepsilon_{i} f\left(X_{i}\right), f \in \mathcal{F}
$$

$\left\{\varepsilon_{i}\right\}$ being i.i.d. Rademacher random variables (i.e., $\varepsilon_{i}$ takes the values +1 and -1 with probability $1 / 2$ each) independent of $\left\{X_{i}\right\}$.

It should be mentioned that certain measurability assumptions are required in the study of empirical and Rademacher processes. In particular, under these assumptions, such quantities as $\left\|P_{n}-P\right\|_{\mathcal{F}}$ are properly measurable random variables. We refer to the books of Dudley [42], Chapter 5 and van der Vaart and Wellner [95], Section 1.7 for precise formulations of these measurability assumptions. Some of the bounds derived and used below hold even without the assumptions of this nature, if the expectation is replaced by outer expectation, as it is often done, for instance, in [95]. Another option is to "define"

$$
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}}:=\sup \left\{\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{G}}: \mathcal{G} \subset \mathcal{F}, \mathcal{G} \text { is finite }\right\}
$$

which provides a simple way to get around the measurability difficulties. Such an approach has been frequently used by Talagrand (see, e.g., [88]). In what follows, it will be assumed that measurability problems have been resolved in one of these ways.

### 2.1 Symmetrization Inequalities

The following important inequality reveals close relationships between empirical and Rademacher processes.

Theorem 2.1 For any class $\mathcal{F}$ of P-integrable functions and for any convex function $\Phi: \mathbb{R}_{+} \mapsto \mathbb{R}_{+}$

$$
\mathbb{E} \Phi\left(\frac{1}{2}\left\|R_{n}\right\|_{\mathcal{F}_{c}}\right) \leq \mathbb{E} \Phi\left(\left\|P_{n}-P\right\|_{\mathcal{F}}\right) \leq \mathbb{E} \Phi\left(2\left\|R_{n}\right\|_{\mathcal{F}}\right)
$$

where $\mathcal{F}_{c}:=\{f-P f: f \in \mathcal{F}\}$. In particular,

$$
\frac{1}{2} \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}_{c}} \leq \mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}} \leq 2 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}
$$

Proof. Assume that the random variables $X_{1}, \ldots X_{n}$ are defined on a probability space $(\bar{\Omega}, \bar{\Sigma}, \overline{\mathbb{P}})$. We will also need two other probability spaces: $(\tilde{\Omega}, \tilde{\Sigma}, \tilde{\mathbb{P}})$ and $\left(\Omega_{\varepsilon}, \Sigma_{\varepsilon}, \mathbb{P}_{\varepsilon}\right)$. The main probability space on which all the random variables are defined will be denoted $(\Omega, \Sigma, \mathbb{P})$ and it will be the product space

$$
(\Omega, \Sigma, \mathbb{P})=(\bar{\Omega}, \bar{\Sigma}, \overline{\mathbb{P}}) \times(\tilde{\Omega}, \tilde{\Sigma}, \tilde{\mathbb{P}}) \times\left(\Omega_{\varepsilon}, \Sigma_{\varepsilon}, \mathbb{P}_{\varepsilon}\right)
$$

The corresponding expectations will be denoted by $\overline{\mathbb{E}}, \tilde{\mathbb{E}}, \mathbb{E}_{\varepsilon}$ and $\mathbb{E}$. Let $\left(\tilde{X}_{1}, \ldots, \tilde{X}_{n}\right)$ be an independent copy of $\left(X_{1}, \ldots, X_{n}\right)$. Think of random variables $\tilde{X}_{1}, \ldots, \tilde{X}_{n}$ as being defined on $(\tilde{\Omega}, \tilde{\Sigma}, \tilde{\mathbb{P}})$. Denote $\tilde{P}_{n}$ the empirical measure based on $\left(\tilde{X}_{1}, \ldots, \tilde{X}_{n}\right)$ (it is an independent copy of $P_{n}$ ). Then $\tilde{\mathbb{E}} \tilde{P}_{n} f=P f$ and, using Jensen's inequality,

$$
\begin{gathered}
\mathbb{E} \Phi\left(\left\|P_{n}-P\right\|_{\mathcal{F}}\right)=\overline{\mathbb{E}} \Phi\left(\left\|P_{n}-\tilde{\mathbb{E}} \tilde{P}_{n}\right\|_{\mathcal{F}}\right)=\overline{\mathbb{E}} \Phi\left(\left\|\tilde{\mathbb{E}}\left(P_{n}-\tilde{P}_{n}\right)\right\|_{\mathcal{F}}\right) \leq \\
\overline{\mathbb{E}} \tilde{\mathbb{E}} \Phi\left(\left\|P_{n}-\tilde{P}_{n}\right\|_{\mathcal{F}}\right)=\overline{\mathbb{E}} \tilde{\mathbb{E}} \Phi\left(\left\|n^{-1} \sum_{j=1}^{n}\left(\delta_{X_{j}}-\delta_{\tilde{X}_{j}}\right)\right\|_{\mathcal{F}}\right) .
\end{gathered}
$$

Since $X_{1}, \ldots, X_{n}, \tilde{X}_{1}, \ldots, \tilde{X}_{n}$ are i.i.d., the distribution of $\left(X_{1}, \ldots, X_{n}, \tilde{X}_{1}, \ldots, \tilde{X}_{n}\right)$ is invariant with respect to all permutations of the components. In particular, one can switch any couple $X_{j}, \tilde{X}_{j}$. Because of this,

$$
\overline{\mathbb{E}} \tilde{\mathbb{E}} \Phi\left(\left\|n^{-1} \sum_{j=1}^{n}\left(\delta_{X_{j}}-\delta_{\tilde{X}_{j}}\right)\right\|_{\mathcal{F}}\right)=\overline{\mathbb{E}} \tilde{\mathbb{E}} \Phi\left(\left\|n^{-1} \sum_{j=1}^{n} \sigma_{j}\left(\delta_{X_{j}}-\delta_{\tilde{X}_{j}}\right)\right\|_{\mathcal{F}}\right),
$$

for arbitrary choice of $\sigma_{j}=+1$ or $\sigma_{j}=-1$. Define now i.i.d. Rademacher random variables on $\left(\Omega_{\varepsilon}, \Sigma_{\varepsilon}, \mathbb{P}_{\varepsilon}\right)$ (thus, independent of $\left(X_{1}, \ldots, X_{n}, \tilde{X}_{1}, \ldots, \tilde{X}_{n}\right)$ ). Then, we have

$$
\overline{\mathbb{E}} \tilde{\mathbb{E}} \Phi\left(\left\|n^{-1} \sum_{j=1}^{n}\left(\delta_{X_{j}}-\delta_{\tilde{X}_{j}}\right)\right\|_{\mathcal{F}}\right)=\mathbb{E}_{\varepsilon} \overline{\mathbb{E}} \tilde{\mathbb{E}} \Phi\left(\left\|n^{-1} \sum_{j=1}^{n} \varepsilon_{j}\left(\delta_{X_{j}}-\delta_{\tilde{X}_{j}}\right)\right\|_{\mathcal{F}}\right)
$$

and the proof can be completed as follows:

$$
\begin{gathered}
\mathbb{E} \Phi\left(\left\|P_{n}-P\right\|_{\mathcal{F}}\right) \leq \mathbb{E}_{\varepsilon} \overline{\mathbb{E}} \tilde{\mathbb{E}} \Phi\left(\left\|n^{-1} \sum_{j=1}^{n} \varepsilon_{j}\left(\delta_{X_{j}}-\delta_{\tilde{X}_{j}}\right)\right\|_{\mathcal{F}}\right) \leq \\
\frac{1}{2} \mathbb{E}_{\varepsilon} \overline{\mathbb{E}} \Phi\left(2\left\|n^{-1} \sum_{j=1}^{n} \varepsilon_{j} \delta_{X_{j}}\right\|_{\mathcal{F}}\right)+\frac{1}{2} \mathbb{E}_{\varepsilon} \tilde{\mathbb{E}} \Phi\left(2\left\|n^{-1} \sum_{j=1}^{n} \varepsilon_{j} \delta_{\tilde{X}_{j}}\right\|_{\mathcal{F}}\right)=\mathbb{E} \Phi\left(2\left\|R_{n}\right\|_{\mathcal{F}}\right) .
\end{gathered}
$$

The proof of the lower bound is similar.

The upper bound is called the symmetrization inequality and the lower bound is often called the desymmetrization inequality. These inequalities were introduced to the theory of empirical processes by Giné and Zinn [47] (an earlier form of Rademacher symmetrization was used by Koltchinskii [57]) and Pollard [80]). The desymmetrization inequality is often used together with the following elementary lower bound (in the case of $\Phi(u)=u)$

$$
\begin{gathered}
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}_{c}} \geq \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}-\sup _{f \in \mathcal{F}}|P f| \mathbb{E}\left|R_{n}(1)\right| \geq \\
\geq \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}-\sup _{f \in \mathcal{F}}|P f| \mathbb{E}^{1 / 2}\left|n^{-1} \sum_{j=1}^{n} \varepsilon_{j}\right|^{2} \geq \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}-\frac{\sup _{f \in \mathcal{F}}|P f|}{\sqrt{n}} .
\end{gathered}
$$

### 2.2 Comparison Inequalities for Rademacher Sums

Given a set $T \subset \mathbb{R}^{n}$ and i.i.d. Rademacher variables $\varepsilon_{i}, i=1,2, \ldots$, it is of interest to know how the expected value of the sup-norm of Rademacher sums indexed by $T$

$$
R_{n}(T):=\mathbb{E} \sup _{t \in T}\left|\sum_{i=1}^{n} t_{i} \varepsilon_{i}\right|
$$

depends on the geometry of the set $T$.
The following beautiful comparison inequality for Rademacher sums is due to Talagrand (see Ledoux and Talagrand [68], Theorem 4.12).

Theorem 2.2 Let $T \subset \mathbb{R}^{n}$ and let $\varphi_{i}: \mathbb{R} \mapsto \mathbb{R}, i=1, \ldots, n$ be functions such that $\varphi_{i}(0)=0$ and

$$
\left|\varphi_{i}(u)-\varphi_{i}(v)\right| \leq|u-v|, u, v \in \mathbb{R}
$$

(i.e., $\varphi_{i}$ is a contraction). For all convex nondecreasing functions $\Phi: \mathbb{R}_{+} \mapsto \mathbb{R}_{+}$,

$$
\mathbb{E} \Phi\left(\frac{1}{2} \sup _{t \in T}\left|\sum_{i=1}^{n} \varphi_{i}\left(t_{i}\right) \varepsilon_{i}\right|\right) \leq \mathbb{E} \Phi\left(\sup _{t \in T}\left|\sum_{i=1}^{n} t_{i} \varepsilon_{i}\right|\right)
$$

Proof. First, we prove that for a nondecreasing convex function $\Phi: \mathbb{R} \mapsto \mathbb{R}_{+}$and for an arbitrary $A: T \mapsto \mathbb{R}$

$$
\begin{equation*}
\mathbb{E} \Phi\left(\sup _{t \in T}\left[A(t)+\sum_{i=1}^{n} \varphi_{i}\left(t_{i}\right) \varepsilon_{i}\right]\right) \leq \mathbb{E} \Phi\left(\sup _{t \in T}\left[A(t)+\sum_{i=1}^{n} t_{i} \varepsilon_{i}\right]\right) . \tag{2.1}
\end{equation*}
$$

We start with the case $n=1$. Then, the bound is equivalent to the following

$$
\mathbb{E} \Phi\left(\sup _{t \in T}\left[t_{1}+\varepsilon \varphi\left(t_{2}\right)\right]\right) \leq \mathbb{E} \Phi\left(\sup _{t \in T}\left[t_{1}+\varepsilon t_{2}\right]\right)
$$

for an arbitrary set $T \subset \mathbb{R}^{2}$ and an arbitrary contraction $\varphi$. One can rewrite it as

$$
\frac{1}{2}\left(\Phi\left(\sup _{t \in T}\left[t_{1}+\varphi\left(t_{2}\right)\right]\right)+\Phi\left(\sup _{t \in T}\left[t_{1}-\varphi\left(t_{2}\right)\right]\right)\right) \leq \frac{1}{2}\left(\Phi\left(\sup _{t \in T}\left[t_{1}+t_{2}\right]\right)+\Phi\left(\sup _{t \in T}\left[t_{1}-t_{2}\right]\right)\right) .
$$

If now $\left(t_{1}, t_{2}\right) \in T$ denote a point where $\sup _{t \in T}\left[t_{1}+\varphi\left(t_{2}\right)\right]$ is attained and $\left(s_{1}, s_{2}\right) \in T$ is a point where $\sup _{t \in T}\left[t_{1}-\varphi\left(t_{2}\right)\right]$ is attained, then it is enough to show that

$$
\Phi\left(t_{1}+\varphi\left(t_{2}\right)\right)+\Phi\left(s_{1}-\varphi\left(s_{2}\right)\right) \leq \Phi\left(\sup _{t \in T}\left[t_{1}+t_{2}\right]\right)+\Phi\left(\sup _{t \in T}\left[t_{1}-t_{2}\right]\right)
$$

(if the suprema are not attained, one can easily modify the argument). Clearly, we have the following conditions:

$$
t_{1}+\varphi\left(t_{2}\right) \geq s_{1}+\varphi\left(s_{2}\right) \text { and } t_{1}-\varphi\left(t_{2}\right) \leq s_{1}-\varphi\left(s_{2}\right) .
$$

First consider the case when $t_{2} \geq 0, s_{2} \geq 0$ and $t_{2} \geq s_{2}$. In this case, we will prove that

$$
\begin{equation*}
\Phi\left(t_{1}+\varphi\left(t_{2}\right)\right)+\Phi\left(s_{1}-\varphi\left(s_{2}\right)\right) \leq \Phi\left(t_{1}+t_{2}\right)+\Phi\left(s_{1}-s_{2}\right) \tag{2.2}
\end{equation*}
$$

which would imply the bound. Indeed, for

$$
a:=t_{1}+\varphi\left(t_{2}\right), b:=t_{1}+t_{2}, c:=s_{1}-s_{2}, d:=s_{1}-\varphi\left(s_{2}\right),
$$

we have $a \leq b$ and $c \leq d$ since

$$
\varphi\left(t_{2}\right) \leq t_{2}, \quad \varphi\left(s_{2}\right) \leq s_{2}
$$

(by the assumption that $\varphi$ is a contraction and $\varphi(0)=0$ ). We also have that

$$
b-a=t_{2}-\varphi\left(t_{2}\right) \geq s_{2}-\varphi\left(s_{2}\right)=d-c,
$$

because again $\varphi$ is a contraction and $t_{2} \geq s_{2}$. Finally, we have

$$
a=t_{1}+\varphi\left(t_{2}\right) \geq s_{1}+\varphi\left(s_{2}\right) \geq s_{1}-s_{2}=c .
$$

Since the function $\Phi$ is nondecreasing and convex, its increment over the interval $[a, b]$ is larger than its increment over the interval $[c, d]([a, b]$ is longer than $[c, d]$ and $a \geq c)$, which is equivalent to (2.2).

If $t_{2} \geq 0, s_{2} \geq 0$ and $s_{2} \geq t_{2}$, it is enough to use the change of notations $(t, s) \mapsto(s, t)$ and to replace $\varphi$ with $-\varphi$.

The case $t_{2} \leq 0, s_{2} \leq 0$ can be now handled by using the transformation $\left(t_{1}, t_{2}\right) \mapsto$ ( $t_{1},-t_{2}$ ) and changing the function $\varphi$ accordingly.

We have to consider the case $t_{2} \geq 0, s_{2} \leq 0$ (the only remaining case $t_{2} \leq 0, s_{2} \geq 0$ would again follow by switching the names of $t$ and $s$ and replacing $\varphi$ with $-\varphi$ ). In this case, we have

$$
\varphi\left(t_{2}\right) \leq t_{2}, \quad-\varphi\left(s_{2}\right) \leq-s_{2},
$$

which, in view of monotonicity of $\Phi$, immediately implies

$$
\Phi\left(t_{1}+\varphi\left(t_{2}\right)\right)+\Phi\left(s_{1}-\varphi\left(s_{2}\right)\right) \leq \Phi\left(t_{1}+t_{2}\right)+\Phi\left(s_{1}-s_{2}\right)
$$

This completes the proof of (2.1) in the case $n=1$.
In the general case, we have

$$
\mathbb{E} \Phi\left(\sup _{t \in T}\left[A(t)+\sum_{i=1}^{n} \varphi_{i}\left(t_{i}\right) \varepsilon_{i}\right]\right)=\mathbb{E}_{\varepsilon_{1}, \ldots, \varepsilon_{n-1}} \mathbb{E}_{\varepsilon_{n}} \Phi\left(\sup _{t \in T}\left[A(t)+\sum_{i=1}^{n-1} \varphi_{i}\left(t_{i}\right) \varepsilon_{i}+\varepsilon_{n} \varphi\left(t_{n}\right)\right]\right) .
$$

The expectation $\mathbb{E}_{\varepsilon_{n}}$ (conditional on $\varepsilon_{1}, \ldots, \varepsilon_{n-1}$ ) can be bounded using the result in the case $n=1$. This yields (after changing the order of integration)

$$
\mathbb{E} \Phi\left(\sup _{t \in T}\left[A(t)+\sum_{i=1}^{n} \varphi_{i}\left(t_{i}\right) \varepsilon_{i}\right]\right) \leq \mathbb{E}_{\varepsilon_{n}} \mathbb{E}_{\varepsilon_{1}, \ldots, \varepsilon_{n-1}} \Phi\left(\sup _{t \in T}\left[A(t)+\varepsilon_{n} t_{n}+\sum_{i=1}^{n-1} \varphi_{i}\left(t_{i}\right) \varepsilon_{i}\right]\right)
$$

The proof of (2.1) can now be completed by an induction argument.
Finally, to prove the inequality of the theorem, it is enough to write

$$
\begin{gathered}
\mathbb{E} \Phi\left(\frac{1}{2} \sup _{t \in T}\left|\sum_{i=1}^{n} \varphi_{i}\left(t_{i}\right) \varepsilon_{i}\right|\right)=\mathbb{E} \Phi\left(\frac{1}{2}\left[\left(\sup _{t \in T} \sum_{i=1}^{n} \varphi_{i}\left(t_{i}\right) \varepsilon_{i}\right)_{+}+\left(\sup _{t \in T} \sum_{i=1}^{n} \varphi_{i}\left(t_{i}\right)\left(-\varepsilon_{i}\right)\right)_{+}\right]\right) \leq \\
\frac{1}{2}\left[\mathbb{E} \Phi\left(\left(\sup _{t \in T} \sum_{i=1}^{n} \varphi_{i}\left(t_{i}\right) \varepsilon_{i}\right)_{+}\right)+\mathbb{E} \Phi\left(\left(\sup _{t \in T} \sum_{i=1}^{n} \varphi_{i}\left(t_{i}\right)\left(-\varepsilon_{i}\right)\right)_{+}\right)\right]
\end{gathered}
$$

where $a_{+}:=a \vee 0$. Applying the inequality (2.1) to the function $u \mapsto \Phi\left(u_{+}\right)$, which is convex and nondecreasing, completes the proof.

We will frequently use a corollary of the above comparison inequality that provides upper bounds on the moments of the sup-norm of Rademacher process $R_{n}$ on the class

$$
\varphi \circ \mathcal{F}:=\{\varphi \circ f: f \in \mathcal{F}\}
$$

in terms of the corresponding moments of the sup-norm of $R_{n}$ on $\mathcal{F}$ and Lipschitz constant of function $\varphi$.

Theorem 2.3 Let $\varphi: \mathbb{R} \mapsto \mathbb{R}$ be a contraction satisfying the condition $\varphi(0)=0$. For all convex nondecreasing functions $\Phi: \mathbb{R}_{+} \mapsto \mathbb{R}_{+}$,

$$
\mathbb{E} \Phi\left(\frac{1}{2}\left\|R_{n}\right\|_{\varphi \circ \mathcal{F}}\right) \leq \mathbb{E} \Phi\left(\left\|R_{n}\right\|_{\mathcal{F}}\right) .
$$

In particular,

$$
\mathbb{E}\left\|R_{n}\right\|_{\varphi \circ \mathcal{F}} \leq 2 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}
$$

The inequality of Theorem 2.3 will be called the contraction inequality for Rademacher processes.

A simple rescaling of the class $\mathcal{F}$ allows one to use the contraction inequality in the case of an arbitrary function $\varphi$ satisfying the Lipschitz condition

$$
|\varphi(u)-\varphi(v)| \leq L|u-v|
$$

on an arbitrary interval $(a, b)$ that contains the ranges of all the functions in $\mathcal{F}$. In this case, the last bound of Theorem 2.3 takes the form

$$
\mathbb{E}\left\|R_{n}\right\|_{\varphi \circ \mathcal{F}} \leq 2 L \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}
$$

This implies, for instance, that

$$
\begin{equation*}
\mathbb{E} \sup _{f \in \mathcal{F}}\left|n^{-1} \sum_{i=1}^{n} \varepsilon_{i} f^{2}\left(X_{i}\right)\right| \leq 4 U \mathbb{E} \sup _{f \in \mathcal{F}}\left|n^{-1} \sum_{i=1}^{n} \varepsilon_{i} f\left(X_{i}\right)\right| \tag{2.3}
\end{equation*}
$$

provided that the functions in the class $\mathcal{F}$ are uniformly bounded by a constant $U$.

### 2.3 Concentration Inequalities

A well known, simple and useful concentration inequality for functions

$$
Z=g\left(X_{1}, \ldots, X_{n}\right)
$$

of independent random variables with values in arbitrary spaces is valid under so called bounded difference condition on $g$ : there exist constants $c_{j}, j=1, \ldots, n$ such that for all $j=1, \ldots, n$ and all $x_{1}, x_{2}, \ldots, x_{j}, x_{j}^{\prime}, \ldots, x_{n}$

$$
\begin{equation*}
\left|g\left(x_{1}, \ldots, x_{j-1}, x_{j}, x_{j+1}, \ldots, x_{n}\right)-g\left(x_{1}, \ldots, x_{j-1}, x_{j}^{\prime}, x_{j+1}, \ldots, x_{n}\right)\right| \leq c_{j} \tag{2.4}
\end{equation*}
$$

Theorem 2.4 Bounded difference inequality. Under the condition (2.4),

$$
\mathbb{P}\{Z-\mathbb{E} Z \geq t\} \leq \exp \left\{-\frac{2 t^{2}}{\sum_{j=1}^{n} c_{j}^{2}}\right\}
$$

and

$$
\mathbb{P}\{Z-\mathbb{E} Z \leq-t\} \leq \exp \left\{-\frac{2 t^{2}}{\sum_{j=1}^{n} c_{j}^{2}}\right\} .
$$

A standard proof of this inequality is based on bounding the exponential moment $\mathbb{E} e^{\lambda(Z-\mathbb{E} Z)}$, using the following martingale difference representation

$$
Z-\mathbb{E} Z=\sum_{j=1}^{n}\left[\mathbb{E}\left(Z \mid X_{1}, \ldots, X_{j}\right)-\mathbb{E}\left(Z \mid X_{1}, \ldots, X_{j-1}\right)\right],
$$

then using Markov inequality and optimizing the resulting bound with respect to $\lambda>0$.
In the case when $Z=X_{1}+\cdots+X_{n}$, the bounded difference inequality coincides with Hoeffding inequality for sums of bounded independent random variables.

For a class $\mathcal{F}$ of functions uniformly bounded by a constant $U$, the bounded difference inequality immediately implies the following bounds for $\left\|P_{n}-P\right\|_{\mathcal{F}}$, providing a uniform version of Hoeffding inequality.

Theorem 2.5 For all $t>0$,

$$
\mathbb{P}\left\{\left\|P_{n}-P\right\|_{\mathcal{F}} \geq \mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}}+\frac{t U}{\sqrt{n}}\right\} \leq \exp \left\{-t^{2} / 2\right\}
$$

and

$$
\mathbb{P}\left\{\left\|P_{n}-P\right\|_{\mathcal{F}} \leq \mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}}-\frac{t U}{\sqrt{n}}\right\} \leq \exp \left\{-t^{2} / 2\right\}
$$

Developing uniform versions of Bernstein's inequality happened to be a much harder problem that was solved in famous papers by Talagrand [86, 87] on concentration inequalities for product measures and empirical processes.

Theorem 2.6 Talagrand's inequality. Let $X_{1}, \ldots, X_{n}$ be independent random variables in $S$. For any class of functions $\mathcal{F}$ on $S$ that is uniformly bounded by a constant $U>0$ and for all $t>0$

$$
\mathbb{P}\left\{\left|\left\|\sum_{i=1}^{n} f\left(X_{i}\right)\right\|_{\mathcal{F}}-\mathbb{E}\left\|\sum_{i=1}^{n} f\left(X_{i}\right)\right\|_{\mathcal{F}}\right| \geq t\right\} \leq K \exp \left\{-\frac{1}{K} \frac{t}{U} \log \left(1+\frac{t U}{V}\right)\right\}
$$

where $K$ is a universal constant and $V$ is any number satisfying

$$
V \geq \mathbb{E} \sup _{f \in \mathcal{F}} \sum_{i=1}^{n} f^{2}\left(X_{i}\right)
$$

Using symmetrization inequality and contraction inequality for the square (2.3), it is easy to show that in the case of i.i.d. random variables $X_{1}, \ldots, X_{n}$ with distribution $P$

$$
\begin{equation*}
\mathbb{E} \sup _{f \in \mathcal{F}} \sum_{i=1}^{n} f^{2}\left(X_{i}\right) \leq n \sup _{f \in \mathcal{F}} P f^{2}+8 U \mathbb{E}\left\|\sum_{i=1}^{n} \varepsilon_{i} f\left(X_{i}\right)\right\|_{\mathcal{F}} . \tag{2.5}
\end{equation*}
$$

The right hand side of this bound is a common choice of the quantity $V$ involved in Talagrand's inequality. Moreover, in the case when $\mathbb{E} f(X)=0$, the desymmetrization inequality yields

$$
\mathbb{E}\left\|\sum_{i=1}^{n} \varepsilon_{i} f\left(X_{i}\right)\right\|_{\mathcal{F}} \leq 2 \mathbb{E}\left\|\sum_{i=1}^{n} f\left(X_{i}\right)\right\|_{\mathcal{F}}
$$

As a result, one can use Talagrand's inequality with

$$
V=n \sup _{f \in \mathcal{F}} P f^{2}+16 U \mathbb{E}\left\|\sum_{i=1}^{n} f\left(X_{i}\right)\right\|
$$

and the size of $\left\|\sum_{i=1}^{n} f\left(X_{i}\right)\right\|_{\mathcal{F}}$ is now controlled it terms of its expectation only.
This form of Talagrand's inequality is especially convenient and there have been considerable efforts to find explicit and sharp values of the constants in such inequalities. In particular, we will frequently use the bounds proved by Bousquet [22] and Klein [54] (in fact, Klein and Rio [55] provide an improved version of this inequality). Namely, for a class $\mathcal{F}$ of measurable functions from $S$ into $[0,1]$ (by a simple rescaling [ 0,1$]$ can be replaced by any bounded interval) the following bounds hold for all $t>0$ :

## Bousquet bound.

$$
\mathbb{P}\left\{\left\|P_{n}-P\right\|_{\mathcal{F}} \geq \mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}}+\sqrt{2 \frac{t}{n}\left(\sigma_{P}^{2}(\mathcal{F})+2 \mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}}\right)}+\frac{t}{3 n}\right\} \leq e^{-t}
$$

## Klein-Rio bound

$$
\mathbb{P}\left\{\left\|P_{n}-P\right\|_{\mathcal{F}} \leq \mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}}-\sqrt{2 \frac{t}{n}\left(\sigma_{P}^{2}(\mathcal{F})+2 \mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}}\right)}-\frac{t}{n}\right\} \leq e^{-t} .
$$

Here

$$
\sigma_{P}^{2}(\mathcal{F}):=\sup _{f \in \mathcal{F}}\left(P f^{2}-(P f)^{2}\right) .
$$

Concentration inequalities can be also applied to the Rademacher process which can be viewed as an empirical process based on the sample $\left(X_{1}, \varepsilon_{1}\right), \ldots,\left(X_{n}, \varepsilon_{n}\right)$ in the space $S \times\{-1,1\}$ and indexed by the class of functions $\tilde{\mathcal{F}}:=\{\tilde{f}: f \in \mathcal{F}\}$, where $\tilde{f}(x, u):=f(x) u,(x, u) \in S \times\{-1,1\}$.

## 3 Bounding Expected Sup-Norms of Empirical and Rademacher Processes

In what follows, we will use a number of bounds on expectation of suprema of empirical and Rademacher processes. Because of symmetrization inequalities, the problems of bounding expected suprema for these two stochastic processes are equivalent. The bounds are usually based on various complexity measures of function classes (such as linear dimension, VC-dimension, shattering numbers, uniform covering numbers, random covering numbers, bracketing numbers, etc). It would be of interest to develop the bounds with precise dependence on such geometric parameters as the $L_{2}(P)$-diameter of the class. Combining the bounds on expected suprema with Talagrand's concentration inequalities yields exponential inequalities for the tail probabilities of sup-norms.

### 3.1 Subgaussian Processes

Recall that a random variable $Y$ is called subgaussian with parameter $\sigma^{2}$, or $Y \in S G\left(\sigma^{2}\right)$, iff for all $\lambda \in \mathbb{R}$

$$
\mathbb{E} e^{\lambda Y} \leq e^{\lambda^{2} \sigma^{2} / 2}
$$

Normal random variable with mean 0 and variance $\sigma^{2}$ belongs to $S G\left(\sigma^{2}\right)$. If $\varepsilon$ is Rademacher r.v., then $\varepsilon \in S G(1)$.

The next proposition gives two simple and important properties of subgaussian random variables (see, e.g., [95], Section 2.2.1 for the proof of property (ii)).

Proposition 3.1 (i) If $Y_{1}, \ldots, Y_{n}$ are independent random variables and $Y_{j} \in S G\left(\sigma_{j}^{2}\right)$, then

$$
Y_{1}+\cdots+Y_{n} \in S G\left(\sigma_{1}^{2}+\cdots+\sigma_{n}^{2}\right)
$$

(ii) For arbitrary $Y_{1}, \ldots, Y_{N}, N \geq 2$ such that $Y_{j} \in S G\left(\sigma_{j}^{2}\right), j=1, \ldots, N$,

$$
\mathbb{E} \max _{1 \leq j \leq N}\left|Y_{j}\right| \leq C \max _{1 \leq j \leq N} \sigma_{j} \sqrt{\log N}
$$

where $C$ is a numerical constant.
Let $(T, d)$ be a pseudo-metric space and $Y(t), t \in T$ be a stochastic process. It is called subgaussian with respect to $d$ iff, for all $t, s \in T, Y(t)-Y(s) \in S G\left(d^{2}(t, s)\right)$.

Denote $D(T)=D(T, d)$ the diameter of the space $T$. Let $N(T, d, \varepsilon)$ be the $\varepsilon$-covering number of $(T, d)$, i.e., the minimal number of balls of radius $\varepsilon$ needed to cover $T$. Let $M(T, d, \varepsilon)$ be the $\varepsilon$-packing number of ( $T, d$ ), i.e., the largest number of points in $T$ separated from each other by at least a distance of $\varepsilon$. Obviously,

$$
N(T, d, \varepsilon) \leq M(T, d, \varepsilon) \leq N(T, d, \varepsilon / 2), \varepsilon \geq 0 .
$$

As always,

$$
H(T, d, \varepsilon)=\log N(T, d, \varepsilon)
$$

is called the $\varepsilon$-entropy of $(T, d)$.
Theorem 3.1 (Dudley's entropy bounds). If $Y(t), t \in T$ is a subgaussian process with respect to $d$, then the following bounds hold with some numerical constant $C>0$ :

$$
\mathbb{E} \sup _{t \in T} Y(t) \leq C \int_{0}^{D(T)} H^{1 / 2}(T, d, \varepsilon) d \varepsilon
$$

and for all $t_{0} \in T$

$$
\mathbb{E} \sup _{t \in T}\left|Y(t)-Y\left(t_{0}\right)\right| \leq C \int_{0}^{D(T)} H^{1 / 2}(T, d, \varepsilon) d \varepsilon
$$

The proof is based on the well known chaining method (see, e.g., [68], Section 11.1) that also leads to more refined generic chaining bounds (see Talagrand [88]). For Gaussian processes, the following lower bound is also true (see [68], Section 3.3).

Theorem 3.2 (Sudakov's entropy bound). If $Y(t), t \in T$ is a Gaussian process and

$$
d(t, s):=\mathbb{E}^{1 / 2}(X(t)-X(s))^{2}, t, s \in T
$$

then the following bound holds with some numerical constant $C>0$ :

$$
\mathbb{E} \sup _{t \in T} Y(t) \geq C \sup _{\varepsilon>0} \varepsilon H^{1 / 2}(T, d, \varepsilon)
$$

In addition to Gaussian processes, Rademacher sums provide another important example of subgaussian processes.

Given $T \subset \mathbb{R}^{n}$, define

$$
Y(t):=\sum_{i=1}^{n} \varepsilon_{i} t_{i}, t=\left(t_{1}, \ldots, t_{n}\right) \in T
$$

where $\left\{\varepsilon_{i}\right\}$ are i.i.d. Rademacher random variables. The stochastic process $Y(t), t \in T$ is called the Rademacher sum indexed by $T$. It is a subgaussian process with respect to the Euclidean distance in $\mathbb{R}^{n}$ :

$$
d(t, s)=\left(\sum_{i=1}^{n}\left(t_{i}-s_{i}\right)^{2}\right)^{1 / 2}
$$

The following result by Talagrand is a version of Sudakov's type lower bound for Rademacher sums (see [68], Section 4.5).

Denote

$$
R(T):=\mathbb{E}_{\varepsilon} \sup _{t \in T}\left|\sum_{i=1}^{n} \varepsilon_{i} t_{i}\right|
$$

Theorem 3.3 (Talagrand). There exists a universal constant $L$ such that

$$
\begin{equation*}
R(T) \geq \frac{1}{L} \delta H^{1 / 2}(T, d, \delta) \tag{3.1}
\end{equation*}
$$

whenever

$$
\begin{equation*}
R(T) \sup _{t \in T}\|t\|_{\ell_{\infty}} \leq \frac{\delta^{2}}{L} \tag{3.2}
\end{equation*}
$$

### 3.2 Finite Classes of Functions

Suppose $\mathcal{F}$ is a finite class of measurable functions uniformly bounded by a constant $U>0$. Let $N:=\operatorname{card}(\mathcal{F}) \geq 2$. Denote

$$
\sigma^{2}:=\sup _{f \in \mathcal{F}} P f^{2}
$$

Theorem 3.4 There exist universal constants $K_{1}, K_{2}$ such that

$$
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq K_{1} U \sqrt{\frac{\log N}{n}}
$$

and

$$
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq K_{2}\left[\sigma \sqrt{\frac{\log N}{n}} \bigvee U \frac{\log N}{n} .\right]
$$

Proof. Conditionally on $X_{1}, \ldots, X_{n}$, the random variable

$$
\sqrt{n} R_{n}(f)=\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \varepsilon_{j} f\left(X_{j}\right), f \in \mathcal{F}
$$

is subgaussian with parameter $\|f\|_{L_{2}\left(P_{n}\right)}$. Therefore, it follows from Proposition 3.1 that

$$
\mathbb{E}_{\varepsilon}\left\|R_{n}\right\|_{\mathcal{F}} \leq K \sup _{f \in \mathcal{F}}\|f\|_{L_{2}\left(P_{n}\right)} \sqrt{\frac{\log N}{n}}
$$

The first bound now follows since

$$
\sup _{f \in \mathcal{F}}\|f\|_{L_{2}\left(P_{n}\right)} \leq U
$$

To prove the second bound, denote

$$
\mathcal{F}^{2}:=\left\{f^{2}: f \in \mathcal{F}\right\}
$$

and observe that

$$
\sup _{f \in \mathcal{F}}\|f\|_{L_{2}\left(P_{n}\right)} \leq \sup _{f \in \mathcal{F}}\|f\|_{L_{2}(P)}+\sqrt{\left\|P_{n}-P\right\|_{\mathcal{F}^{2}}}
$$

which implies

$$
\mathbb{E} \sup _{f \in \mathcal{F}}\|f\|_{L_{2}\left(P_{n}\right)} \leq \sigma+\sqrt{\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{2}}}
$$

Using symmetrization and contraction inequalities, we get

$$
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{2}} \leq 2 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}^{2}} \leq 8 U \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}
$$

Hence,

$$
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq K \mathbb{E} \sup _{f \in \mathcal{F}}\|f\|_{L_{2}\left(P_{n}\right)} \sqrt{\frac{\log N}{n}} \leq K\left(\sigma+\sqrt{8 U \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}}\right) \sqrt{\frac{\log N}{n}} .
$$

The result now follows by bounding the solution with respect to $\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}$ of the above inequality.

The result can be also deduced from the following theorem (it is enough to take $q=\log N)$.

Theorem 3.5 There exists a universal constants $K$ such that for all $q \geq 2$

$$
\begin{gathered}
\mathbb{E}^{1 / q}\left\|R_{n}\right\|_{\mathcal{F}}^{q} \leq \mathbb{E}^{1 / q}\left\|R_{n}\right\|_{\ell_{q}(\mathcal{F})}^{q}:=\mathbb{E}^{1 / q} \sum_{f \in \mathcal{F}}\left|R_{n}(f)\right|^{q} \leq \\
K\left[\sigma \frac{(q-1)^{1 / 2} N^{1 / q}}{n^{1 / 2}} \bigvee U \frac{(q-1) N^{2 / q}}{n}\right] .
\end{gathered}
$$

Proof. We will need the following simple property of Rademacher sums: for all $q \geq 2$,

$$
\mathbb{E}^{1 / q}\left|\sum_{i=1}^{n} \alpha_{i} \varepsilon_{i}\right|^{q} \leq(q-1)^{1 / 2}\left(\sum_{i=1}^{n} \alpha_{i}^{2}\right)^{1 / 2}
$$

(see, e.g., de la Pena and Giné [32], p. 21). Using this inequality, we get

$$
\begin{gathered}
\mathbb{E}_{\varepsilon}\left\|R_{n}\right\|_{\mathcal{F}}^{q} \leq \sum_{f \in \mathcal{F}} \mathbb{E}_{\varepsilon}\left|R_{n}(f)\right|^{q} \leq(q-1)^{q / 2} n^{-q / 2} \sum_{f \in \mathcal{F}}\|f\|_{L_{2}\left(P_{n}\right)}^{q} \leq \\
(q-1)^{q / 2} n^{-q / 2} N\left(\sup _{f \in \mathcal{F}} P_{n} f^{2}\right)^{q / 2} \leq(q-1)^{q / 2} n^{-q / 2} N\left(\sigma^{2}+\left\|P_{n}-P\right\|_{\mathcal{F}^{2}}\right)^{q / 2} .
\end{gathered}
$$

This easily implies

$$
\begin{align*}
& \mathbb{E}^{1 / q}\left\|R_{n}\right\|_{\mathcal{F}}^{q} \leq \mathbb{E}^{1 / q} \sum_{f \in \mathcal{F}}\left|R_{n}(f)\right|^{q} \leq \\
& (q-1)^{1 / 2} n^{-1 / 2} N^{1 / q} 2^{1 / 2-1 / q}\left(\sigma+\mathbb{E}^{1 / q}\left\|P_{n}-P\right\|_{\mathcal{F}^{2}}^{q / 2}\right) . \tag{3.3}
\end{align*}
$$

It remains to use symmetrization and contraction inequalities to get

$$
\mathbb{E}^{1 / q}\left\|P_{n}-P\right\|_{\mathcal{F}^{2}}^{q / 2} \leq 2 U^{1 / 2} \mathbb{E}^{1 / q}\left\|R_{n}\right\|_{\mathcal{F}}^{q / 2} \leq 2 U^{1 / 2} \sqrt{\mathbb{E}^{1 / q}\left\|R_{n}\right\|_{\mathcal{F}}^{q}},
$$

to substitute this bound into (3.3) and to solve the resulting inequality for $\mathbb{E}^{1 / q}\left\|R_{n}\right\|_{\mathcal{F}}^{q}$ to complete the proof.

### 3.3 Shattering Numbers and VC-classes of sets

Let $\mathcal{C}$ be a class of subsets of $S$. Given a finite set $F \subset S$, denote

$$
\Delta^{\mathcal{C}}(F):=\operatorname{card}\{\mathcal{C} \cap F\}
$$

where

$$
\mathcal{C} \cap F:=\{C \cap F: C \in \mathcal{C}\} .
$$

Clearly,

$$
\Delta^{\mathcal{C}}(F) \leq 2^{\operatorname{card}(F)}
$$

If $\Delta^{\mathcal{C}}(F)=2^{\operatorname{card}(F)}$, it is said that $F$ is shattered by $\mathcal{C}$. The numbers $\Delta^{\mathcal{C}}(F)$ are called the shattering numbers of the class $\mathcal{C}$.

Define

$$
m^{\mathcal{C}}(n):=\sup \left\{\Delta^{\mathcal{C}}(F): F \subset S, \operatorname{card}(F) \leq n\right\} .
$$

Clearly,

$$
m^{\mathcal{C}}(n) \leq 2^{n}, n=1,2, \ldots
$$

and if, for some $n, m^{\mathcal{C}}(n)<2^{n}$, then $m^{\mathcal{C}}(k)<2^{k}$ for all $k \geq n$.
Let

$$
V(\mathcal{C}):=\min \left\{n \geq 1: m^{\mathcal{C}}(n)<2^{n}\right\} .
$$

If $m^{\mathcal{C}}(n)=2^{n}$ for all $n \geq 1$, set $V(\mathcal{C})=\infty$. The number $V(\mathcal{C})$ is called the VapnikChervonenkis dimension (or the VC-dimension) of class $\mathcal{C}$. If $V(\mathcal{C})<+\infty$, then $\mathcal{C}$ is called the Vapnik-Chervonenkis class (or VC-class). It means that no set $F$ of cardinality $n \geq V(\mathcal{C})$ is shattered by $\mathcal{C}$.

Denote

$$
\binom{n}{\leq k}:=\binom{n}{0}+\cdots+\binom{n}{k} .
$$

The following lemma (proved independently in somewhat different forms by Sauer, Shelah, and also by Vapnik and Chervonenkis) is one of the main combinatorial facts related to VC-classes.

Theorem 3.6 (Sauer's Lemma). Let $F \subset S, \operatorname{card}(F)=n$. If

$$
\Delta^{\mathcal{C}}(F)>\binom{n}{\leq k-1},
$$

then there exists a subset $F^{\prime} \subset F, \operatorname{card}\left(F^{\prime}\right)=k$ such that $F^{\prime}$ is shattered by $\mathcal{C}$.

The Sauer's Lemma immediately implies that, for a VC-class $\mathcal{C}$,

$$
m^{\mathcal{C}}(n) \leq\binom{ n}{\leq V(\mathcal{C})-1}
$$

which can be further bounded by $\left(\frac{n e}{V(\mathcal{C})-1}\right)^{V(\mathcal{C})-1}$.
We will view $P$ and $P_{n}$ as functions defined on a class $\mathcal{C}$ of measurable sets $C \mapsto$ $P(C), C \mapsto P_{n}(C)$ and the Rademacher process will be also indexed by sets:

$$
R_{n}(C):=n^{-1} \sum_{j=1}^{n} \varepsilon_{j} I_{C}\left(X_{j}\right)
$$

For $Y: \mathcal{C} \mapsto \mathbb{R}$, we still write $\|Y\|_{\mathcal{C}}:=\sup _{C \in \mathcal{C}}|Y(C)|$.
Denote $\mathcal{F}:=\left\{I_{C}: C \in \mathcal{C}\right\}$.
Theorem 3.7 There exists a numerical constant $K>0$ such that

$$
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{C}} \leq K \mathbb{E} \sqrt{\frac{\log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)}{n}} \leq K \sqrt{\frac{\mathbb{E} \log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)}{n}}
$$

The drawback of this result is that it does not take into account the "size" of the sets in class $\mathcal{C}$. A better bound is possible in the case when, for all $C \in \mathcal{C}, P(C)$ is small. We will derive such an inequality in which the size of $\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{C}}$ is controlled in terms of random shattering numbers $\Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)$ and of

$$
\|P\|_{\mathcal{C}}=\sup _{C \in \mathcal{C}} P(C)
$$

(and which implies the inequality of Theorem 3.7).

Theorem 3.8 There exists a numerical constant $K>0$ such that

$$
\begin{gathered}
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{C}} \leq K\|P\|_{\mathcal{C}}^{1 / 2} \mathbb{E} \sqrt{\frac{\log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)}{n}} \bigvee K \frac{\mathbb{E} \log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)}{n} \leq \\
K\|P\|_{\mathcal{C}}^{1 / 2} \sqrt{\frac{\mathbb{E} \log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)}{n}} \bigvee K \frac{\mathbb{E} \log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)}{n}
\end{gathered}
$$

Proof. Let

$$
T:=\left\{\left(I_{C}\left(X_{1}\right), \ldots, I_{C}\left(X_{n}\right)\right): C \in \mathcal{C}\right\} .
$$

Clearly,

$$
\operatorname{card}(T)=\Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)
$$

and

$$
\mathbb{E}_{\varepsilon}\left\|R_{n}\right\|_{\mathcal{C}}=\mathbb{E}_{\varepsilon} \sup _{t \in T}\left|n^{-1} \sum_{i=1}^{n} \varepsilon_{i} t_{i}\right| .
$$

For all $t \in T, n^{-1} \sum_{i=1}^{n} \varepsilon_{i} t_{i}$ is a subgaussian random variable with parameter $n^{-1}\|t\|_{\ell_{2}}$. Therefore, by Proposition 3.1,

$$
\mathbb{E}_{\varepsilon} \sup _{t \in T}\left|n^{-1} \sum_{i=1}^{n} \varepsilon_{i} t_{i}\right| \leq K n^{-1} \sup _{t \in T}\|t\|_{\ell_{2}} \sqrt{\log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)} .
$$

Note that

$$
n^{-1} \sup _{t \in T}\|t\|_{\ell_{2}}=n^{-1 / 2}\left(\sup _{C \in \mathcal{C}} P_{n}(C)\right)^{1 / 2} .
$$

Hence,

$$
\begin{gathered}
\mathbb{E}_{\varepsilon}\left\|R_{n}\right\|_{\mathcal{C}} \leq K n^{-1 / 2} \mathbb{E}\left\|P_{n}\right\|_{\mathcal{C}}^{1 / 2} \sqrt{\log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)} \leq \\
K n^{-1 / 2} \mathbb{E} \sqrt{\left\|P_{n}-P\right\|_{\mathcal{C}}+\|P\|_{\mathcal{C}}} \sqrt{\log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)} \leq \\
K n^{-1 / 2} \mathbb{E} \sqrt{\left\|P_{n}-P\right\|_{\mathcal{C}}} \sqrt{\log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)}+K n^{-1 / 2} \sqrt{\|P\|_{\mathcal{C}}} \mathbb{E} \sqrt{\log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)}
\end{gathered}
$$

By symmetrization inequality,

$$
\begin{gathered}
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{C}} \leq 2 K \sqrt{2} n^{-1 / 2} \mathbb{E} \sqrt{\left\|P_{n}-P\right\|_{\mathcal{C}}} \sqrt{\log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)}+ \\
2 K \sqrt{2} n^{-1 / 2} \sqrt{\|P\|_{\mathcal{C}}} \mathbb{E} \sqrt{\log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)} \leq \\
2 K n^{-1 / 2} \sqrt{\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{C}}} \sqrt{\mathbb{E} \log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)}+ \\
2 K n^{-1 / 2} \sqrt{\|P\|_{\mathcal{C}}} \mathbb{E} \sqrt{\log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right)}
\end{gathered}
$$

where we also used Cauchy-Schwarz inequality. It remains to solve the resulting inequality with respect to $\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{C}}$ (or just to upper bound its solution) to get the result.

In the case of VC-classes,

$$
\log \Delta^{\mathcal{C}}\left(X_{1}, \ldots, X_{n}\right) \leq \log m^{\mathcal{C}}(n) \leq K V(\mathcal{C}) \log n
$$

with some numerical constant $K>0$. Thus, Theorem 3.8 yields the bound

$$
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{C}} \leq K\left(\|P\|_{\mathcal{C}}^{1 / 2} \sqrt{\frac{V(\mathcal{C}) \log n}{n}} \bigvee \frac{V(\mathcal{C}) \log n}{n}\right)
$$

However, this bound is not sharp: the logarithmic factor involved in it can be eliminated. To this end, the following bound on the covering numbers of a VC-class $\mathcal{C}$ is needed. For an arbitrary probability measure $Q$ on $(S, \mathcal{A})$, define the distance

$$
d_{Q}\left(C_{1}, C_{2}\right)=Q\left(C_{1} \triangle C_{2}\right), C_{1}, C_{2} \in \mathcal{C}
$$

Theorem 3.9 There exists a universal constant $K>0$ such that for any VC-class $\mathcal{C} \subset \mathcal{A}$ and for all probability measures $Q$ on $(S, \mathcal{A})$

$$
N\left(\mathcal{C} ; d_{Q} ; \varepsilon\right) \leq K V(\mathcal{C})(4 e)^{V(\mathcal{C})}\left(\frac{1}{\varepsilon}\right)^{V(\mathcal{C})-1}, \quad \varepsilon \in(0,1)
$$

This result is due to Haussler and it is an improvement of an earlier bound by Dudley (the proof and precise references can be found, e.g., in van der Vaart and Wellner [95]).

By Theorem 3.9, we get

$$
N\left(\mathcal{C} ; d_{P_{n}} ; \varepsilon\right) \leq K V(\mathcal{C})(4 e)^{V(\mathcal{C})}\left(\frac{1}{\varepsilon}\right)^{V(\mathcal{C})-1}, \quad \varepsilon \in(0,1)
$$

Using this fact one can prove the following inequality:

$$
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{C}} \leq K\left(\|P\|_{\mathcal{C}}^{1 / 2} \sqrt{\log \frac{K}{\|P\|_{\mathcal{C}}}} \sqrt{\frac{V(\mathcal{C})}{n}} \bigvee \frac{V(\mathcal{C}) \log \frac{K}{\|P\|_{\mathcal{C}}}}{n}\right)
$$

We are not giving its proof here. However, in the next section, we establish more general results for VC-type classes of functions (see (3.13)) that do imply the above bound.

### 3.4 Upper Entropy Bounds

Let $N\left(\mathcal{F} ; L_{2}\left(P_{n}\right) ; \varepsilon\right)$ denote the minimal number of $L_{2}\left(P_{n}\right)$-balls of radius $\varepsilon$ covering $\mathcal{F}$. Denote

$$
\sigma_{n}^{2}:=\sup _{f \in \mathcal{F}} P_{n} f^{2}
$$

Theorem 3.10 The following bound holds with a numerical constant $C>0$ :

$$
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq \frac{C}{\sqrt{n}} \mathbb{E} \int_{0}^{2^{1 / 2} \sigma_{n}} \sqrt{\log N\left(\mathcal{F} ; L_{2}\left(P_{n}\right) ; \varepsilon\right)} d \varepsilon
$$

Proof. Conditionally on $X_{1}, \ldots, X_{n}$, the process

$$
\sqrt{n} R_{n}(f)=\frac{1}{\sqrt{n}} \sum_{j=1}^{n} \varepsilon_{j} f\left(X_{j}\right), f \in \mathcal{F}
$$

is subgaussian with respect to the distance of the space $L_{2}\left(P_{n}\right)$. Hence, it follows from Theorem 3.1 that

$$
\begin{equation*}
\mathbb{E}_{\varepsilon}\left\|R_{n}\right\|_{\mathcal{F}} \leq C n^{-1 / 2} \int_{0}^{2^{1 / 2} \sigma_{n}} \sqrt{\log N\left(\mathcal{F} ; L_{2}\left(P_{n}\right) ; \varepsilon\right)} d \varepsilon \tag{3.4}
\end{equation*}
$$

Taking expectation of both sides, yields the result.

Following Giné and Koltchinskii [50], we will derive from Theorem 3.10 several bounds under more special conditions on the random entropy. Assume that the functions in $\mathcal{F}$ are uniformly bounded by a constant $U>0$ and let $F \leq U$ denote a measurable envelope of $\mathcal{F}$, i.e.

$$
|f(x)| \leq F(x), x \in S, f \in \mathcal{F}
$$

We will assume that $\sigma^{2}$ is a number such that

$$
\sup _{f \in \mathcal{F}} P f^{2} \leq \sigma^{2} \leq\|F\|_{L_{2}(P)}^{2}
$$

Most often, we will use

$$
\sigma^{2}=\sup _{f \in \mathcal{F}} P f^{2}
$$

Let $H:[0, \infty) \mapsto[0, \infty)$ be a regularly varying function of exponent $0 \leq \alpha<2$, strictly increasing for $u \geq 1 / 2$ and such that $H(u)=0$ for $0 \leq u<1 / 2$.

Theorem 3.11 If, for all $\varepsilon>0, n \geq 1$ and $\omega \in \Omega$,

$$
\begin{equation*}
\log N\left(\mathcal{F}, L_{2}\left(P_{n}\right), \varepsilon\right) \leq H\left(\frac{\|F\|_{L_{2}\left(P_{n}\right)}}{\varepsilon}\right) \tag{3.5}
\end{equation*}
$$

then there exists a constant $C>0$, that depends only on $H$, such that

$$
\begin{equation*}
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq C\left[\frac{\sigma}{\sqrt{n}} \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\sigma}\right)} \bigvee \frac{U}{n} H\left(\frac{2\|F\|_{L_{2}(P)}}{\sigma}\right)\right] \tag{3.6}
\end{equation*}
$$

In particular, if, for some $C_{1}>0$,

$$
n \sigma^{2} \geq C_{1} U^{2} H\left(\frac{2\|F\|_{L_{2}(P)}}{\sigma}\right)
$$

then

$$
\begin{equation*}
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq \frac{C \sigma}{\sqrt{n}} \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\sigma}\right)} \tag{3.7}
\end{equation*}
$$

with a constant $C>0$ that depends only on $H$ and $C_{1}$.

Proof. Without loss of generality, assume that $U=1$ (otherwise the result follows by a simple rescaling of the class $\mathcal{F}$ ). Given function $H$, we will use constants $C_{H}>0$, $D_{H}>0, A_{H}>0$ for which

$$
\begin{gathered}
\sup _{v \geq 1} \frac{\int_{v}^{\infty} u^{-2} \sqrt{H(u)} d u}{v^{-1} \sqrt{H(v)}} \bigvee 1 \leq C_{H}, \quad \int_{1}^{\infty} u^{-2} \sqrt{H(u)} d u \leq D_{H} \\
\sup _{v \geq 2} \frac{\log D_{H} v /\left(4 C_{H} \sqrt{H(v)}\right)}{v^{2}} \bigvee 1 \leq A_{H}
\end{gathered}
$$

The bound of Theorem 3.10 implies that with some numerical constant $C>0$ (the value of $C$ might change from place to place)

$$
\begin{align*}
& \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq C n^{-1 / 2} \mathbb{E} \int_{0}^{2^{1 / 2} \sigma_{n}} \sqrt{\log N\left(\mathcal{F}, L_{2}\left(P_{n}\right), \varepsilon\right)} d \varepsilon \\
& \leq 2^{1 / 2} C n^{-1 / 2} \mathbb{E} \int_{0}^{\sigma_{n}} \sqrt{H\left(\frac{\|F\|_{L_{2}\left(P_{n}\right)}}{\varepsilon}\right)} d \varepsilon \\
& \leq 2^{1 / 2} C n^{-1 / 2} \mathbb{E} \int_{0}^{\sigma_{n}} \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\varepsilon}\right)} d \varepsilon I\left(\|F\|_{L_{2}\left(P_{n}\right)} \leq 2\|F\|_{L_{2}(P)}\right)+ \\
& 2^{1 / 2} C n^{-1 / 2} \mathbb{E} \int_{0}^{\sigma_{n}} \sqrt{H\left(\frac{\|F\|_{L_{2}\left(P_{n}\right)}}{\varepsilon}\right)} d \varepsilon I\left(\|F\|_{L_{2}\left(P_{n}\right)}>2\|F\|_{L_{2}(P)}\right) . \tag{3.8}
\end{align*}
$$

It is very easy to bound the second term in the sum. First note that

$$
\int_{0}^{\sigma_{n}} \sqrt{H\left(\frac{\|F\|_{L_{2}\left(P_{n}\right)}}{\varepsilon}\right)} d \varepsilon \leq\|F\|_{L_{2}\left(P_{n}\right)} \int_{0}^{1} \sqrt{H(1 / u)} d u \leq D_{H}\|F\|_{L_{2}\left(P_{n}\right)} .
$$

Then use Hölder's inequality and Bernstein's inequality to get

$$
\begin{align*}
& n^{-1 / 2} \mathbb{E}\left[\int_{0}^{\sigma_{n}} \sqrt{H\left(\frac{\|F\|_{L_{2}\left(P_{n}\right)}}{\varepsilon}\right)} d \varepsilon I\left(\|F\|_{L_{2}\left(P_{n}\right)}>2\|F\|_{L_{2}(P)}\right)\right] \leq \\
& D_{H} n^{-1 / 2}\|F\|_{L_{2}(P)} \exp \left\{-\frac{9}{8} n\|F\|_{L_{2}(P)}^{2}\right\} \leq \frac{D_{H}}{2 n} . \tag{3.9}
\end{align*}
$$

Bounding the first term is slightly more complicated. Recall the notation

$$
\mathcal{F}^{2}:=\left\{f^{2}: f \in \mathcal{F}\right\} .
$$

Using symmetrization and contraction inequalities, we get

$$
\begin{equation*}
\mathbb{E} \sigma_{n}^{2} \leq \sigma^{2}+\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{2}} \leq \sigma^{2}+2 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}^{2}} \leq \sigma^{2}+8 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}=: B^{2} . \tag{3.10}
\end{equation*}
$$

Since, for nonincreasing $h$, the function

$$
u \mapsto \int_{0}^{u} h(t) d t
$$

is concave, we have, by the properties of $H$, that

$$
\begin{align*}
& n^{-1 / 2} \mathbb{E} \int_{0}^{\sigma_{n}} \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\varepsilon}\right)} d \varepsilon I\left(\|F\|_{L_{2}\left(P_{n}\right)} \leq 2\|F\|_{L_{2}(P)}\right) \leq \\
& n^{-1 / 2} \mathbb{E} \int_{0}^{\sigma_{n} \wedge 2\|F\|_{L_{2}(P)}} \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\varepsilon}\right)} d \varepsilon \\
& \leq n^{-1 / 2} \int_{0}^{\left(\mathbb{E} \sigma_{n}^{2}\right)^{1 / 2} \wedge 2\|F\|_{L_{2}(P)}} \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\varepsilon}\right)} d \varepsilon \\
& \left.\leq n^{-1 / 2} \int_{0}^{B \wedge 2\|F\|_{L_{2}(P)}} \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\varepsilon}\right.}\right) d \varepsilon \\
& \leq C_{H} n^{-1 / 2} B \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{B \wedge 2\|F\|_{L_{2}(P)}}\right)} . \tag{3.11}
\end{align*}
$$

Taking into account that

$$
\sup _{f \in \mathcal{F}} P f^{2} \leq \sigma^{2} \leq\|F\|_{L_{2}(P)}^{2}
$$

we deduce from inequality (3.11)

$$
\begin{gathered}
n^{-1 / 2} \mathbb{E}\left[\int_{0}^{\sigma_{n}} \sqrt{H\left(\frac{\|F\|_{L_{2}\left(P_{n}\right)}}{\varepsilon}\right)} d \varepsilon I\left(\|F\|_{L_{2}\left(P_{n}\right)} \leq 2\|F\|_{L_{2}(P)}\right)\right] \\
\leq C_{H} n^{-1 / 2} \sigma \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\sigma}\right)} \\
+\sqrt{8} C_{H} n^{-1 / 2} \sqrt{\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}}\left(\sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\sigma}\right)} \bigwedge \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\sqrt{8 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}} \wedge 2\|F\|_{L_{2}(P)}}\right)}\right) .
\end{gathered}
$$

We will use the last bound together with inequalities (3.8) and (3.9). Denote

$$
E:=\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}
$$

Then, we have either

$$
E \leq C D_{H} n^{-1}
$$

or

$$
E \leq C C_{H} \frac{\sigma}{\sqrt{n}} \sqrt{\frac{H\left(2\|F\|_{L_{2}(P)}\right)}{\sigma}}
$$

or

$$
E \leq C C_{H}^{2} n^{-1}\left[H\left(\frac{2\|F\|_{L_{2}(P)}}{\sigma}\right) \bigwedge\left(H\left(\frac{\|F\|_{L_{2}(P)}}{\sqrt{2 E}}\right) \bigvee H(1)\right)\right] .
$$

To complete the proof, it is enough to solve the resulting inequalities for $E$, using the following simple fact: if

$$
\Psi(v):=v / H(1 / \sqrt{v}), \quad 0<v \leq 1,
$$

then

$$
\Psi^{-1}(u) \leq u(H(1 / \sqrt{u}) \vee 1), 0<u \leq 1 / H(1)
$$

The next bounds follow from Theorem 3.11 with $\sigma^{2}:=\sup _{f \in \mathcal{F}} P f^{2}$. If for some $A>0, V>0$ and for all $\varepsilon>0$,

$$
\begin{equation*}
N\left(\mathcal{F} ; L_{2}\left(P_{n}\right) ; \varepsilon\right) \leq\left(\frac{A\|F\|_{L_{2}\left(P_{n}\right)}}{\varepsilon}\right)^{V} \tag{3.12}
\end{equation*}
$$

then with some universal constant $C>0$ (for $\sigma^{2} \geq$ const $n^{-1}$ )

$$
\begin{equation*}
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq C\left[\sqrt{\frac{V}{n}} \sigma \sqrt{\log \frac{A\|F\|_{L_{2}(P)}}{\sigma}} \bigvee \frac{V U}{n} \log \frac{A\|F\|_{L_{2}(P)}}{\sigma}\right] \tag{3.13}
\end{equation*}
$$

If for some $A>0, \rho \in(0,1)$ and for all $\varepsilon>0$,

$$
\begin{equation*}
\log N\left(\mathcal{F} ; L_{2}\left(P_{n}\right) ; \varepsilon\right) \leq\left(\frac{A\|F\|_{L_{2}\left(P_{n}\right)}}{\varepsilon}\right)^{2 \rho} \tag{3.14}
\end{equation*}
$$

then

$$
\begin{equation*}
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq C\left[\frac{A^{\rho}\|F\|_{L_{2}(P)}^{\rho}}{\sqrt{n}} \sigma^{1-\rho} \bigvee \frac{A^{2 \rho /(\rho+1)}\|F\|_{L_{2}(P)}^{2 \rho /(\rho+1)} U^{(1-\rho) /(1+\rho)}}{n^{1 /(1+\rho)}}\right] \tag{3.15}
\end{equation*}
$$

The inequalities of this type can be found in Talagrand [85], Einmahl and Mason [43], Giné and Guillou [48], Mendelson [76], Giné, Koltchinskii and Wellner [49]. Theorem 3.11 is given in Giné and Koltchinskii [50] (in a slightly more precise form).

A function class $\mathcal{F}$ is called VC-subgraph iff

$$
\{\{(x, t): 0 \leq f(x) \leq t\} \cup\{(x, t): 0 \geq f(x) \geq t\}: f \in \mathcal{F}\}
$$

is a VC-class. For a VC-subgraph class $\mathcal{F}$ the following bound holds with some constants $A, V>0$ and for all probability measures $Q$ on $(S, \mathcal{A})$ :

$$
\begin{equation*}
N\left(\mathcal{F} ; L_{2}(Q) ; \varepsilon\right) \leq\left(\frac{A\|F\|_{L_{2}(Q)}}{\varepsilon}\right)^{V}, \varepsilon>0 \tag{3.16}
\end{equation*}
$$

(see, e.g., van der Vaart and Wellner [95], Theorem 2.6.7). Of course, this uniform covering numbers condition does imply (3.12) and, as a consequence, (3.13).

We will call the function classes satisfying (3.12) VC-type classes.
If $\mathcal{H}$ is VC-type, then its convex hull $\operatorname{conv}(\mathcal{H})$ satisfies (3.14) with $\rho:=\frac{V}{V+2}$ (see van der Vaart and Wellner [95], Theorem 2.6.9). More precisely, the following result holds.

Theorem 3.12 Let $\mathcal{H}$ be a class of measurable functions on $(S, \mathcal{A})$ with a measurable envelope $F$ and let $Q$ be a probability measure on $(S, \mathcal{A})$. Suppose that $F \in L_{2}(Q)$ and

$$
N\left(\mathcal{H} ; L_{2}(Q) ; \varepsilon\right) \leq\left(\frac{A\|F\|_{L_{2}(Q)}}{\varepsilon}\right)^{V}, \quad \varepsilon \leq\|F\|_{L_{2}(Q)}
$$

Then

$$
\log N\left(\operatorname{conv}(\mathcal{H}) ; L_{2}(Q) ; \varepsilon\right) \leq\left(\frac{B\|F\|_{L_{2}(Q)}}{\varepsilon}\right)^{2 V /(V+2)}, \quad \varepsilon \leq\|F\|_{L_{2}(Q)}
$$

for some constant $B$ that depends on $A$ and $V$.
So, one can use the bound (3.15) for $\mathcal{F} \subset \operatorname{conv}(\mathcal{H})$. Note that in this bound the envelope $F$ of the class $\mathcal{H}$ itself should be used rather than an envelope of a subset $\mathcal{F}$ of its convex hull (which might be smaller than $F$ ).

A number of other bounds on expected suprema of empirical and Rademacher processes (in particular, in terms of so called bracketing numbers) can be found in van der Vaart and Wellner [95], Dudley [42].

### 3.5 Lower Entropy Bounds

In this section, lower bounds on $\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}$ expressed in terms of entropy of the class $\mathcal{F}$ will be proved. Again, we follow the paper by Giné and Koltchinskii [50]. Assume, for simplicity, that the functions in $\mathcal{F}$ are uniformly bounded by 1 . In what follows, the function $H$ satisfies the conditions of Theorem 3.11. Denote $\sigma^{2}=\sup _{f \in \mathcal{F}} P f^{2}$.

Under the notations of Section 3.4, we introduce the following condition: with some constant $c>0$

$$
\begin{equation*}
\log N\left(\mathcal{F}, L_{2}(P), \sigma / 2\right) \geq c H\left(\frac{\|F\|_{L_{2}(P)}}{\sigma}\right) \tag{3.17}
\end{equation*}
$$

Theorem 3.13 Let $\mathcal{F}$ satisfy condition (3.5). There exist a universal constant $B>0$ and a constant $C_{1}$ that depends only on $H$ such that

$$
\begin{equation*}
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \geq B \frac{\sigma}{\sqrt{n}} \sqrt{\log N\left(\mathcal{F}, L_{2}(P), \sigma / 2\right)} \tag{3.18}
\end{equation*}
$$

provided that

$$
\begin{equation*}
n \sigma^{2} \geq C_{1} U^{2} H\left(\frac{6\|F\|_{L_{2}(P)}}{\sigma}\right) \tag{3.19}
\end{equation*}
$$

Moreover, if in addition (3.17) holds, then, for some constants $C_{2}$ depending only on $c$ and $C_{3}$ depending only on $H$, and for all $n$ for which condition (3.19) holds,

$$
\begin{equation*}
C_{2} \frac{\sigma}{\sqrt{n}} \sqrt{H\left(\frac{\|F\|_{L_{2}(P)}}{\sigma}\right)} \leq \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq C_{3} \frac{\sigma}{\sqrt{n}} \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\sigma}\right)} \tag{3.20}
\end{equation*}
$$

Proof. Without loss of generality, we can assume that $U=1$. The general case would follow by a simple rescaling. First note that, under the assumptions of the theorem, inequality (3.7) holds, so, we have with some constant $C$ depending only on $H$

$$
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq C \frac{\sigma}{\sqrt{n}} \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\sigma}\right)}
$$

This already proves the right hand side of inequality (3.20).
It follows from Theorem 3.3 that

$$
\begin{equation*}
\mathbb{E}_{\varepsilon}\left\|R_{n}\right\|_{\mathcal{F}} \geq \frac{1}{8 L} \frac{\sigma}{\sqrt{n}} \sqrt{\log N\left(\mathcal{F}, L_{2}\left(P_{n}\right), \sigma / 8\right)} \tag{3.21}
\end{equation*}
$$

as soon as

$$
\begin{equation*}
\mathbb{E}_{\varepsilon}\left\|R_{n}\right\|_{\mathcal{F}} \leq \frac{\sigma^{2}}{64 L} \tag{3.22}
\end{equation*}
$$

To use this result, we will derive a lower bound on the right hand side of (3.21) and an upper bound on the left hand side of (3.22) that hold with a high probability. Let us bound first the right hand side of (3.21).

Let

$$
M:=M\left(\mathcal{F}, L_{2}(P), \sigma / 2\right)
$$

(recall that $M\left(\mathcal{F}, L_{2}(P), \sigma / 2\right)$ denotes the $\sigma / 2$-packing number of the class $\mathcal{F} \subset L_{2}(P)$ ). We apply the law of large numbers to $M$ functions in a maximal $\sigma / 2$-separated subset of $\mathcal{F}$ and also to the envelope $F$. It implies that, for all $\varepsilon>0$, there exists $n$ and $\omega$ such that

$$
M\left(\mathcal{F}, L_{2}(P), \sigma / 2\right) \leq M\left(\mathcal{F}, L_{2}\left(P_{n}(\omega)\right),(1-\varepsilon) \sigma / 2\right) \leq N\left(\mathcal{F}, L_{2}\left(P_{n}(\omega)\right),(1-\varepsilon) \sigma / 4\right)
$$

and

$$
\|F\|_{L_{2}\left(P_{n}(\omega)\right)} \leq(1+\varepsilon)\|F\|_{L_{2}(P)} .
$$

Take $\varepsilon=1 / 5$. Then, by (3.5),

$$
\begin{equation*}
M\left(\mathcal{F}, L_{2}(P), \sigma / 2\right) \leq \exp \left\{H\left(\frac{6\|F\|_{L_{2}(P)}}{\sigma}\right)\right\} . \tag{3.23}
\end{equation*}
$$

Let $f_{1}, \ldots, f_{M}$ be a maximal subset of $\mathcal{F}$ such that

$$
P\left(f_{i}-f_{j}\right)^{2} \geq \sigma^{2} / 4 \text { for all } 1 \leq i \neq j \leq M
$$

In addition, we have

$$
P\left(f_{i}-f_{j}\right)^{4} \leq 4 P\left(f_{i}-f_{j}\right)^{2} \leq 16 \sigma^{2} .
$$

Bernstein's inequality implies that

$$
\mathbb{P}\left\{\max _{1 \leq i \neq j \leq M}\left(n P\left(f_{i}-f_{j}\right)^{2}-\sum_{k=1}^{n}\left(f_{i}-f_{j}\right)^{2}\left(X_{k}\right)\right)>\frac{8}{3} t+\sqrt{32 t n \sigma^{2}}\right\} \leq M^{2} e^{-t}
$$

Let $t=\delta n \sigma^{2}$. Since $P\left(f_{i}-f_{j}\right)^{2} \geq \sigma^{2} / 4$ and (3.23) holds, we get

$$
\begin{gathered}
\mathbb{P}\left\{\min _{1 \leq i \neq j \leq M} \frac{1}{n} \sum_{k=1}^{n}\left(f_{i}-f_{j}\right)^{2}\left(X_{k}\right) \leq \sigma^{2}(1 / 4-8 \delta / 3-\sqrt{32 \delta})\right\} \\
\leq \exp \left\{2 H\left(\frac{3\|F\|_{L_{2}(P)}}{\sigma}\right)-\delta n \sigma^{2}\right\} .
\end{gathered}
$$

For $\delta=1 /\left(32 \cdot 8^{3}\right)$, this yields

$$
\begin{equation*}
\mathbb{P}\left\{\min _{1 \leq i \neq j \leq M} P_{n}\left(f_{i}-f_{j}\right)^{2} \leq \frac{\sigma^{2}}{16}\right\} \leq \exp \left\{H\left(\frac{6\|F\|_{L_{2}(P)}}{\sigma}\right)-\frac{n \sigma^{2}}{32 \cdot 8^{3}}\right\} . \tag{3.24}
\end{equation*}
$$

Denote

$$
E_{1}:=\left\{M\left(\mathcal{F}, L_{2}\left(P_{n}\right), \sigma / 4\right) \geq M\right\} .
$$

On this event,
$N\left(\mathcal{F}, L_{2}\left(P_{n}\right), \sigma / 8\right) \geq M\left(\mathcal{F}, L_{2}\left(P_{n}\right), \sigma / 4\right) \geq M=M\left(\mathcal{F}, L_{2}(P), \sigma / 2\right) \geq N\left(\mathcal{F}, L_{2}(P), \sigma / 2\right)$
and

$$
\begin{equation*}
\mathbb{P}\left(E_{1}\right) \geq 1-\exp \left\{H\left(\frac{6\|F\|_{L_{2}(P)}}{\sigma}\right)-\frac{n \sigma^{2}}{32 \cdot 8^{3}}\right\} . \tag{3.25}
\end{equation*}
$$

Using symmetrization and contraction inequalities and conditions (3.19), we have

$$
\begin{equation*}
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{2}} \leq 2 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}^{2}} \leq 8 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq C \frac{\sigma}{\sqrt{n}} \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\sigma}\right)} \leq 6 \sigma^{2} \tag{3.26}
\end{equation*}
$$

(with a proper choice of constant $C_{1}$ in (3.19)). Next, Bousquet's version of Talagrand's inequality yields the bound

$$
\mathbb{P}\left\{\left\|P_{n}-P\right\|_{\mathcal{F}^{2}} \geq 6 \sigma^{2}+\sigma \sqrt{\frac{26 t}{n}}+\frac{t}{3 n}\right\} \leq e^{-t}
$$

We take $t=26 n \sigma^{2}$. Then

$$
\mathbb{P}\left\{\left\|P_{n}-P\right\|_{\mathcal{F}^{2}} \geq 41 \sigma^{2}\right\} \leq \exp \left\{-26 n \sigma^{2}\right\}
$$

Denote

$$
\begin{equation*}
E_{2}:=\left\{\sigma_{n}^{2}=\sup _{f \in \mathcal{F}} P_{n} f^{2}<42 \sigma^{2}\right\} . \tag{3.27}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathbb{P}\left(E_{2}\right)>1-\exp \left\{-26 n \sigma^{2}\right\} . \tag{3.28}
\end{equation*}
$$

Also, by Bernstein's inequality, the event

$$
\begin{equation*}
E_{3}=\left\{\|F\|_{L_{2}\left(P_{n}\right)} \leq 2\|F\|_{L_{2}(P)}\right\} \tag{3.29}
\end{equation*}
$$

has probability

$$
\begin{equation*}
\mathbb{P}\left(E_{3}\right) \geq 1-\exp \left\{-\frac{9}{4} n\|F\|_{L_{2}(P)}^{2}\right\} . \tag{3.30}
\end{equation*}
$$

On the event $E_{2} \cap E_{3}$, (3.4) and (3.19) yields that with some constant $C$ depending only on $H$ ( $C$ might change its value from place to place):

$$
\begin{align*}
& \mathbb{E}_{\varepsilon}\left\|R_{n}\right\|_{\mathcal{F}} \leq \frac{C}{\sqrt{n}} \int_{0}^{\sqrt{2} \sigma_{n}} \sqrt{H\left(\frac{\|F\|_{L_{2}\left(P_{n}\right)}}{\varepsilon}\right)} d \varepsilon \\
& \leq \frac{C}{\sqrt{n}} \int_{0}^{\sqrt{84} \sigma} \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\varepsilon}\right)} d \varepsilon \leq \frac{C}{\sqrt{n}} \int_{0}^{2 \sigma} \sqrt{H\left(\frac{2\|F\|_{L_{2}(P)}}{\varepsilon}\right)} d \varepsilon \\
& \leq C \frac{\sigma}{\sqrt{n}} \sqrt{H\left(\frac{\|F\|_{L_{2}(P)}}{\sigma}\right)}<\frac{\sigma^{2}}{64 L} \tag{3.31}
\end{align*}
$$

(again, with a proper choice of constant $C_{1}$ in (3.19)). It follows from (3.21)-(3.31) that

$$
\begin{equation*}
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \geq \frac{1}{8 L} \frac{\sigma}{\sqrt{n}} \sqrt{\log N\left(\mathcal{F}, L_{2}(P), \sigma / 2\right)} \mathbb{P}\left(E_{1} \cap E_{2} \cap E_{3}\right) \tag{3.32}
\end{equation*}
$$

and that

$$
\begin{gathered}
\mathbb{P}\left(E_{1} \cap E_{2} \cap E_{3}\right) \geq \\
1-\exp \left\{H\left(\frac{6\|F\|_{L_{2}(P)}}{\sigma}\right)-\frac{n \sigma^{2}}{32 \cdot 8^{3}}\right\}-\exp \left\{-26 n \sigma^{2}\right\}-\exp \left\{-9 n \sigma^{2} / 4\right\}
\end{gathered}
$$

This last probability is larger than $1 / 2$ by condition (3.19) with a proper value of $C_{1}$. Thus, (3.32) implies inequality (3.18). The left hand side of inequality (3.20) now follows from (3.18) and (3.17), completing the proof.

### 3.6 Function Classes in Hilbert Spaces

Suppose that $L$ is a finite dimensional subspace of $L_{2}(P)$ with $\operatorname{dim}(L)=d$. Denote

$$
\psi_{L}(x):=\frac{1}{\sqrt{d}} \sup _{f \in L,\|f\|_{L_{2}(P)} \leq 1}|f(x)|
$$

We will use the following $L_{p}$-version of Hoffmann-Jørgensen inequality: for all independent mean zero random variables $Y_{j}, j=1, \ldots, n$ with values in a Banach space $B$ and with $\mathbb{E}\left\|Y_{j}\right\|^{p}<+\infty$ for some $p \geq 1$,

$$
\begin{equation*}
\mathbb{E}^{1 / p}\left\|\sum_{j=1}^{n} Y_{j}\right\|^{p} \leq K_{p}\left(\mathbb{E}\left\|\sum_{j=1}^{n} Y_{j}\right\|+\mathbb{E}^{1 / p}\left(\max _{1 \leq i \leq n}\left\|Y_{i}\right\|\right)^{p}\right) \tag{3.33}
\end{equation*}
$$

where $K_{p}$ is a constant depending only on $p$ (see Ledoux and Talagrand [68], Theorem 6.20).

Proposition 3.2 Let

$$
\mathcal{F}:=\left\{f \in L:\|f\|_{L_{2}(P)} \leq R\right\} .
$$

Then

$$
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq \mathbb{E}^{1 / 2}\left\|R_{n}\right\|_{\mathcal{F}}^{2}=R \sqrt{\frac{d}{n}}
$$

Moreover, there exists a universal constant $K$ such that whenever

$$
\mathbb{E} \max _{1 \leq i \leq n} \psi_{L}^{2}\left(X_{i}\right) \leq \frac{n}{K^{2}}
$$

we have

$$
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \geq \frac{1}{K} R \sqrt{\frac{d}{n}}
$$

Proof. Let $\phi_{1}, \ldots, \phi_{d}$ be an orthonormal basis of $L$. Then

$$
\begin{aligned}
\left\|R_{n}\right\|_{\mathcal{F}}:= & \sup _{f \in L,\|f\|_{L_{2}(P)} \leq R}\left|R_{n}(f)\right|=\sup \left\{\left|R_{n}\left(\sum_{j=1}^{d} \alpha_{j} \phi_{j}\right)\right|: \sum_{j=1}^{d} \alpha_{j}^{2} \leq R^{2}\right\}= \\
& \sup \left\{\left|\sum_{j=1}^{d} \alpha_{j} R_{n}\left(\phi_{j}\right)\right|: \sum_{j=1}^{d} \alpha_{j}^{2} \leq R^{2}\right\}=R\left(\sum_{j=1}^{d} R_{n}^{2}\left(\phi_{j}\right)\right)^{1 / 2} .
\end{aligned}
$$

Therefore,

$$
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}^{2}=R^{2} \sum_{j=1}^{d} \mathbb{E} R_{n}^{2}\left(\phi_{j}\right),
$$

and the first statement follows since

$$
\mathbb{E} R_{n}^{2}\left(\phi_{j}\right)=\frac{P \phi_{j}^{2}}{n} \frac{1}{n}, j=1, \ldots, n
$$

The proof of the second statement follows from the first statement and inequality (3.33), which immediately yields

$$
R \sqrt{\frac{d}{n}}=\mathbb{E}^{1 / 2}\left\|R_{n}\right\|_{\mathcal{F}}^{2} \leq K_{2}\left(\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}+R \sqrt{\frac{d}{n}} \frac{1}{\sqrt{n}} \mathbb{E}^{1 / 2} \max _{1 \leq i \leq n} \psi_{L}^{2}\left(X_{i}\right)\right),
$$

and the result follows with $K=2 K_{2}$.

Let $K$ be a symmetric nonnegatively definite square integrable kernel on $S \times S$ and let $\mathcal{H}_{K}$ be the corresponding reproducing kernel Hilbert space (RKHS), i.e., $\mathcal{H}_{K}$ is the completion of the linear span of functions $\{K(x, \cdot): x \in S\}$ with respect to the following inner product:

$$
\left\langle\sum_{i} \alpha_{i} K\left(x_{i}, \cdot\right), \sum_{j} \beta_{j} K\left(y_{i}, \cdot\right)\right\rangle_{K}=\sum_{i, j} \alpha_{i} \beta_{j} K\left(x_{i}, y_{j}\right) .
$$

Let

$$
\mathcal{F}:=\left\{f \in \mathcal{H}_{K}:\|f\|_{K} \leq 1 \text { and }\|f\|_{L_{2}(P)} \leq r\right\}
$$

Let $A_{K}$ denote the linear integral operator from $L_{2}(P)$ into $L_{2}(P)$ with kernel $K$,

$$
A_{K} f(x)=\int_{S} K(x, y) f(y) P(d y)
$$

and let $\left\{\lambda_{i}\right\}$ denote its eigenvalues arranged in decreasing order and $\left\{\phi_{i}\right\}$ denote the corresponding $L_{2}(P)$-orthonormal eigenfunctions.

The following result is due to Mendelson [77].

Proposition 3.3 There exist universal constants $C_{1}, C_{2}>0$ such that

$$
C_{1}\left(n^{-1} \sum_{j=1}^{\infty}\left(\lambda_{j} \wedge r^{2}\right)\right)^{1 / 2} \leq \mathbb{E}^{1 / 2}\left\|R_{n}\right\|_{\mathcal{F}}^{2} \leq C_{2}\left(n^{-1} \sum_{j=1}^{\infty}\left(\lambda_{j} \wedge r^{2}\right)\right)^{1 / 2}
$$

In addition, there exists a universal constant $C$ such that

$$
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \geq \frac{1}{C}\left(n^{-1} \sum_{j=1}^{\infty}\left(\lambda_{j} \wedge r^{2}\right)\right)^{1 / 2}-\frac{\sqrt{\sup _{x \in S} K(x, x)}}{n}
$$

Proof. By the well known properties of RKHS,

$$
\mathcal{F}=\left\{\sum_{k=1}^{\infty} c_{k} \phi_{k}: c=\left(c_{1}, c_{2}, \ldots\right) \in \mathcal{E}_{1} \cap \mathcal{E}_{2}\right\}
$$

where

$$
\mathcal{E}_{1}:=\left\{c: \sum_{k=1}^{\infty} \frac{c_{k}^{2}}{\lambda_{k}} \leq 1\right\} \text { and } \mathcal{E}_{2}:=\left\{c: \sum_{k=1}^{\infty} \frac{c_{k}^{2}}{r^{2}} \leq 1\right\}
$$

In other words, the set $\mathcal{E}_{1}$ is the ellipsoid in $\ell_{2}$ (with the center at the origin) with "half-axes" $\sqrt{\lambda_{k}}$ and $\mathcal{E}_{2}$ is the ellipsoid with "half-axes" $r$ (a ball of radius $r$ ). Let

$$
\mathcal{E}:=\left\{c: \sum_{k=1}^{\infty} \frac{c_{k}^{2}}{\lambda_{k} \wedge r^{2}} \leq 1\right\}
$$

denote the ellipsoid with "half-axes" $\sqrt{\lambda_{k}} \wedge r$. A straightforward argument shows that

$$
\mathcal{E} \subset \mathcal{E}_{1} \cap \mathcal{E}_{2} \subset \sqrt{2} \mathcal{E}
$$

Hence,

$$
\sup _{c \in \mathcal{E}}\left|R_{n}\left(\sum_{k=1}^{\infty} c_{k} \phi_{k}\right)\right| \leq\left\|R_{n}\right\|_{\mathcal{F}} \leq \sqrt{2} \sup _{c \in \mathcal{E}}\left|R_{n}\left(\sum_{k=1}^{\infty} c_{k} \phi_{k}\right)\right| .
$$

Also, we have

$$
\sup _{c \in \mathcal{E}}\left|R_{n}\left(\sum_{k=1}^{\infty} c_{k} \phi_{k}\right)\right|^{2}=\sup _{c \in \mathcal{E}}\left|\sum_{k=1}^{\infty} \frac{c_{k}}{\sqrt{\lambda_{k}} \wedge r}\left(\sqrt{\lambda_{k}} \wedge r\right) R_{n}\left(\phi_{k}\right)\right|^{2}=\sum_{k=1}^{\infty}\left(\lambda_{k} \wedge r^{2}\right) R_{n}^{2}\left(\phi_{k}\right)
$$

Hence,

$$
\mathbb{E} \sup _{c \in \mathcal{E}}\left|R_{n}\left(\sum_{k=1}^{\infty} c_{k} \phi_{k}\right)\right|^{2}=\sum_{k=1}^{\infty}\left(\lambda_{k} \wedge r^{2}\right) \mathbb{E} R_{n}^{2}\left(\phi_{k}\right)
$$

Since $P \phi_{k}^{2}=1, \mathbb{E} R_{n}^{2}\left(\phi_{k}\right)=\frac{1}{n}$, so, we get

$$
\mathbb{E} \sup _{c \in \mathcal{E}}\left|R_{n}\left(\sum_{k=1}^{\infty} c_{k} \phi_{k}\right)\right|^{2}=n^{-1} \sum_{k=1}^{\infty}\left(\lambda_{k} \wedge r^{2}\right),
$$

and the first bound follows.
The proof of the second bound is based on the observation that

$$
\sup _{f \in \mathcal{F}}|f(x)| \leq \sqrt{\sup _{x \in S} K(x, x)}
$$

and on the same application of Hoffmann-Jørgensen inequality as in the previous proposition.

A similar result with the identical proof holds for data-dependent Rademacher complexity $\mathbb{E}_{\varepsilon}\left\|R_{n}\right\|_{\mathcal{F}}$. In this case, let $\left\{\lambda_{i}^{(n)}\right\}$ be the eigenvalues (arranged in decreasing order) of the random matrix $\left(n^{-1} K\left(X_{i}, X_{j}\right)\right)_{i, j=1}^{n}$ (equivalently, of the integral operator from $L_{2}\left(P_{n}\right)$ into $L_{2}\left(P_{n}\right)$ with kernel $\left.K\right)$.

Proposition 3.4 There exist universal constants $C_{1}, C_{2}>0$ such that

$$
C_{1}\left(n^{-1} \sum_{j=1}^{n}\left(\lambda_{j}^{(n)} \wedge r^{2}\right)\right)^{1 / 2} \leq \mathbb{E}_{\varepsilon}^{1 / 2}\left\|R_{n}\right\|_{\mathcal{F}}^{2} \leq C_{2}\left(n^{-1} \sum_{j=1}^{n}\left(\lambda_{j}^{(n)} \wedge r^{2}\right)\right)^{1 / 2}
$$

In addition, there exists a universal constant $C$ such that

$$
\mathbb{E}_{\varepsilon}\left\|R_{n}\right\|_{\mathcal{F}} \geq \frac{1}{C}\left(n^{-1} \sum_{j=1}^{n}\left(\lambda_{j}^{(n)} \wedge r^{2}\right)\right)^{1 / 2}-\frac{\sqrt{\sup _{x \in S} K(x, x)}}{n}
$$

## 4 Excess Risk Bounds

In this section, we develop distribution dependent and data dependent upper bounds on the excess risk $\mathcal{E}_{P}\left(\hat{f}_{n}\right)$ of an empirical risk minimizer

$$
\hat{f}_{n}:=\operatorname{argmin}_{f \in \mathcal{F}} P_{n} f .
$$

We will assume that such a minimizer exists (a simple modification of the results is possible if $\hat{f}_{n}$ is an approximate solution of (1.2)). Our approach to this problem has been already outlined in the Introduction and it is closely related to the recent work of Massart [73], Koltchinskii and Panchenko [60], Bartlett, Bousquet and Mendelson [7], Bousquet, Koltchinskii and Panchenko [23], Koltchinskii [59], Bartlett and Mendelson [9].

### 4.1 Distribution Dependent Bounds and Ratio Bounds for Excess Risk

To simplify the matter, assume that the functions in $\mathcal{F}$ take their values in $[0,1]$. Recall that the set

$$
\mathcal{F}_{P}(\delta):=\left\{f \in \mathcal{F}: \mathcal{E}_{P}(f) \leq \delta\right\}
$$

is called the $\delta$-minimal set of the risk $P$. In particular, $\mathcal{F}_{P}(0)$ is its minimal set.
Define $\rho_{P}: L_{2}(P) \times L_{2}(P) \mapsto[0,+\infty)$ such that

$$
\rho_{P}^{2}(f, g) \geq P(f-g)^{2}-(P(f-g))^{2}, f, g \in L_{2}(P)
$$

Usually, $\rho_{P}$ is also a (pseudo)metric, such as

$$
\rho_{P}^{2}(f, g)=P(f-g)^{2} \text { or } \rho_{P}^{2}(f, g)=P(f-g)^{2}-(P(f-g))^{2} .
$$

Under the notations of the Introduction,

$$
D(\delta):=D_{P}(\mathcal{F} ; \delta):=\sup _{f, g \in \mathcal{F}(\delta)} \rho_{P}(f, g)
$$

is the $\rho_{P}$-diameter of the $\delta$-minimal set. Also, denote

$$
\mathcal{F}^{\prime}(\delta):=\{f-g: f, g \in \mathcal{F}(\delta)\}
$$

and

$$
\phi_{n}(\delta):=\phi_{n}(\mathcal{F} ; P ; \delta):=\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\delta)} .
$$

Let $\left\{\delta_{j}\right\}_{j \geq 0}$ be a decreasing sequence of positive numbers with $\delta_{0}=1$ and let $\left\{t_{j}\right\}_{j \geq 0}$ be a sequence of positive numbers. For $\delta \in\left(\delta_{j+1}, \delta_{j}\right]$, define

$$
\begin{equation*}
U_{n}(\delta):=\phi_{n}\left(\delta_{j}\right)+\sqrt{2 \frac{t_{j}}{n}\left(D^{2}\left(\delta_{j}\right)+2 \phi_{n}\left(\delta_{j}\right)\right)}+\frac{t_{j}}{2 n} . \tag{4.1}
\end{equation*}
$$

Finally, denote

$$
\delta_{n}(\mathcal{F} ; P):=\sup \left\{\delta \in(0,1]: \delta \leq U_{n}(\delta)\right\} .
$$

It is easy to check that

$$
\delta_{n}(\mathcal{F}, P) \leq U_{n}\left(\delta_{n}(\mathcal{F}, P)\right)
$$

Obviously, the definitions of $U_{n}$ and $\delta_{n}(\mathcal{F}, P)$ depend on the choice of $\left\{\delta_{j}\right\}$ and $\left\{t_{j}\right\}$.
We start with the following simple inequality that provides a distribution dependent upper bound on the excess risk $\mathcal{E}_{P}\left(\hat{f}_{n}\right)$.

Theorem 4.1 For all $\delta \geq \delta_{n}(\mathcal{F} ; P)$,

$$
\mathbb{P}\left\{\mathcal{E}\left(\hat{f}_{n}\right)>\delta\right\} \leq \sum_{\delta_{j} \geq \delta} e^{-t_{j}}
$$

Proof. It is enough to assume that $\delta>\delta_{n}(\mathcal{F} ; P)$ (otherwise, the result follows by continuity). Denote $\hat{\delta}:=\mathcal{E}\left(\hat{f}_{n}\right)$. If $\hat{\delta} \geq \delta \geq \varepsilon>0$ and $g \in \mathcal{F}(\varepsilon)$, we have
$\hat{\delta}=P \hat{f}_{n}-\inf _{g \in \mathcal{F}} P g \leq P\left(\hat{f}_{n}-g\right)+\varepsilon \leq P_{n}\left(\hat{f}_{n}-g\right)+\left(P-P_{n}\right)(f-g)+\varepsilon \leq\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\hat{\delta})}+\varepsilon$.
By letting $\varepsilon \rightarrow 0$, this gives $\hat{\delta} \leq\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\hat{\delta})}$. Denote

$$
E_{n, j}:=\left\{\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}\left(\delta_{j}\right)} \leq U_{n}\left(\delta_{j}\right)\right\}
$$

It follows from Bousquet's version of Talagrand's inequality that $\mathbb{P}\left(E_{n, j}\right) \geq 1-e^{-t_{j}}$. Let

$$
E_{n}:=\bigcap_{\delta_{j} \geq \delta} E_{n, j}
$$

Then

$$
\mathbb{P}\left(E_{n}\right) \geq 1-\sum_{\delta_{j} \geq \delta} e^{-t_{j}}
$$

On the event $E_{n}$, for all $\sigma \geq \delta,\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\sigma)} \leq U_{n}(\sigma)$, which holds by the definition of $U_{n}(\delta)$ and monotonicity of the function $\delta \mapsto\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\delta)}$. Thus, on the event $\{\hat{\delta} \geq$ $\delta\} \bigcap E_{n}$, we have

$$
\hat{\delta} \leq\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\hat{\delta})} \leq U_{n}(\hat{\delta})
$$

which implies that $\delta \leq \hat{\delta} \leq \delta_{n}(\mathcal{F} ; P)$, contradicting the assumption that $\delta>\delta_{n}(\mathcal{F} ; P)$. Therefore, we must have $\{\hat{\delta} \geq \delta\} \subset E_{n}^{c}$, and the result follows.

We now turn to uniform bounds on the ratios of the excess empirical risk of a function $f \in \mathcal{F}$ to its true excess risk. The excess empirical risk is defined as

$$
\hat{\mathcal{E}}_{n}(f):=\mathcal{E}_{P_{n}}(f)
$$

Given $\psi: \mathbb{R}_{+} \mapsto \mathbb{R}_{+}$, denote

$$
\psi^{b}(\delta):=\sup _{\sigma \geq \delta} \frac{\psi(\sigma)}{\sigma}
$$

and

$$
\psi^{\sharp}(\varepsilon):=\inf \left\{\delta>0: \psi^{b}(\delta) \leq \varepsilon\right\} .
$$

These transformations will be called the b-transform and the $\sharp$-transform of $\psi$, respectively.

It happens that, with a high probability, the quantity

$$
\sup _{f \in \mathcal{F}, \mathcal{E}(f) \geq \delta}\left|\frac{\hat{\mathcal{E}}_{n}(f)}{\mathcal{E}(f)}-1\right|
$$

can be bounded from above by the function $\delta \mapsto V_{n}(\delta):=U_{n}^{\mathrm{b}}(\delta)$.
Theorem 4.2 For all $\delta \geq \delta_{n}(\mathcal{F} ; P)$,

$$
\mathbb{P}\left\{\sup _{f \in \mathcal{F}, \mathcal{E}(f) \geq \delta}\left|\frac{\hat{\mathcal{E}}_{n}(f)}{\mathcal{E}(f)}-1\right|>V_{n}(\delta)\right\} \leq \sum_{\delta_{j} \geq \delta} e^{-t_{j}} .
$$

Proof. Consider the event $E_{n}$ defined in the proof of Theorem 4.1. For this event

$$
\mathbb{P}\left(E_{n}\right) \geq 1-\sum_{\delta_{j} \geq \delta} e^{-t_{j}},
$$

so, it is enough to prove that the inequality

$$
\sup _{f \in \mathcal{F}, \mathcal{E}(f) \geq \delta}\left|\frac{\hat{\mathcal{E}}_{n}(f)}{\mathcal{E}(f)}-1\right| \leq V_{n}(\delta)
$$

holds on the event $E_{n}$. To this end, note that on this event, by the proof of Theorem 4.1, $\hat{f}_{n} \in \mathcal{F}(\delta)$. For all $f \in \mathcal{F}$ such that $\sigma:=\mathcal{E}(f) \geq \delta$, for arbitrary $\varepsilon \in(0, \delta)$ and $g \in \mathcal{F}(\varepsilon)$, the following bounds hold:

$$
\begin{gathered}
\sigma=\mathcal{E}(f) \leq P f-P g+\varepsilon \leq P_{n} f-P_{n} g+\left(P-P_{n}\right)(f-g)+\varepsilon \leq \\
\hat{\mathcal{E}}_{n}(f)+\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\sigma)}+\varepsilon \leq \hat{\mathcal{E}}_{n}(f)+U_{n}(\sigma)+\varepsilon \leq \hat{\mathcal{E}}_{n}(f)+V_{n}(\delta) \sigma+\varepsilon
\end{gathered}
$$

which means that on the event $E_{n}$ the condition $\mathcal{E}(f) \geq \delta$ implies that

$$
\hat{\mathcal{E}}_{n}(f) \geq\left(1-V_{n}(\delta)\right) \mathcal{E}(f)
$$

Similarly, on the $E_{n}$, the condition $\sigma:=\mathcal{E}(f) \geq \delta$ implies that

$$
\hat{\mathcal{E}}_{n}(f)=P_{n} f-P_{n} \hat{f}_{n} \leq P f-P \hat{f}_{n}+\left(P_{n}-P\right)\left(f-\hat{f}_{n}\right) \leq
$$

$$
\leq \mathcal{E}(f)+U_{n}(\sigma) \leq \mathcal{E}(f)+V_{n}(\delta) \sigma=\left(1+V_{n}(\delta)\right) \mathcal{E}(f)
$$

and the result follows.

A convenient choice of sequence $\left\{\delta_{j}\right\}$ is $\delta_{j}:=q^{-j}, j \geq 0$ with some fixed $q>1$. If $t_{j}=t>0, j \geq 0$, the corresponding functions $U_{n}(\delta)$ and $V_{n}(\delta)$ will be denoted by $U_{n}(\delta ; t)$ and $V_{n}(\delta ; t)$, and $\delta_{n}(\mathcal{F} ; P)$ will be denoted by $\delta_{n}(t)$.

The following corollary is obvious.
Corollary 4.1 For all $t>0$ and for all $\delta \geq \delta_{n}(t)$,

$$
\mathbb{P}\left\{\mathcal{E}\left(\hat{f}_{n}\right) \geq \delta\right\} \leq\left(\log _{q} \frac{q}{\delta}\right) e^{-t}
$$

and

$$
\mathbb{P}\left\{\sup _{f \in \mathcal{F}, \mathcal{E}(f) \geq \delta}\left|\frac{\hat{\mathcal{E}}_{n}(f)}{\mathcal{E}(f)}-1\right|>V_{n}(\delta ; t)\right\} \leq\left(\log _{q} \frac{q}{\delta}\right) e^{-t} .
$$

It follows from the definition of $\delta_{n}(t)$ that $\delta_{n}(t) \geq \frac{t}{n}$. Because of this, the probabilities in Corollary 4.1 can be bounded from above by $\log _{q} \frac{n}{t} \exp \{-t\}$ (which depends neither on the class $\mathcal{F}$, nor on $P$ ). Most often, the logarithmic factor in front of the exponent does not create a problem: in typical applications $\delta_{n}(t)$ is upper bounded by $\delta_{n}+\frac{t}{n}$, where $\delta_{n}$ is larger than $\frac{\log \log n}{n}$. Adding $\log \log n$ to $t$ is enough to eliminate the impact of the logarithm. However, if $\delta_{n}=O\left(n^{-1}\right)$, the presence of the logarithmic factor would result in a suboptimal bound. To tackle this difficulty, we will use a slightly different choice of $\left\{\delta_{j}\right\},\left\{t_{j}\right\}$.

For $q>1$ and $t>0$, denote

$$
V_{n}^{t}(\sigma):=2 q\left[\phi_{n}^{b}(\sigma)+\sqrt{\left(D^{2}\right)^{b}(\sigma)} \sqrt{\frac{t}{n \sigma}}+\frac{t}{n \sigma}\right], \sigma>0 .
$$

Let

$$
\sigma_{n}^{t}:=\sigma_{n}^{t}(\mathcal{F} ; P):=\inf \left\{\sigma: V_{n}^{t}(\sigma) \leq 1\right\} .
$$

Theorem 4.3 For all $t>0$

$$
\mathbb{P}\left\{\mathcal{E}\left(\hat{f}_{n}\right)>\sigma_{n}^{t}\right\} \leq C_{q} e^{-t}
$$

and for all $\sigma \geq \sigma_{n}^{t}$

$$
\mathbb{P}\left\{\sup _{f \in \mathcal{F}, \mathcal{E}(f) \geq \sigma}\left|\frac{\hat{\mathcal{E}}_{n}(f)}{\mathcal{E}(f)}-1\right|>V_{n}^{t}(\sigma)\right\} \leq C_{q} e^{-t},
$$

where

$$
C_{q}:=\frac{q}{q-1} \vee e .
$$

Proof. Let $\sigma>\sigma_{n}^{t}$. Take $\delta_{j}=q^{-j}, j \geq 0$ and $t_{j}:=t \frac{\delta_{j}}{\sigma}$ for some $t>0, \sigma>0$. The function $U_{n}(\delta)$, the quantity $\delta_{n}(\mathcal{F}, P)$, etc, now correspond to this choice of the sequences $\left\{\delta_{j}\right\},\left\{t_{j}\right\}$. Then, it is easy to verify that for all $\delta \geq \sigma$

$$
\begin{align*}
& \frac{U_{n}(\delta)}{\delta} \leq 2 q\left[\sup _{\delta_{j} \geq \sigma} \frac{\phi_{n}\left(\delta_{j}\right)}{\delta_{j}}+\sup _{\delta_{j} \geq \sigma} \frac{D\left(\delta_{j}\right)}{\sqrt{\delta_{j}}} \sqrt{\frac{t \delta_{j}}{n \sigma \delta_{j}}}+\frac{t \delta_{j}}{n \sigma \delta_{j}}\right] \\
& \leq 2 q\left[\sup _{\delta \geq \sigma} \frac{\phi_{n}(\delta)}{\delta}+\sup _{\delta \geq \sigma} \frac{D(\delta)}{\sqrt{\delta}} \sqrt{\frac{t}{n \sigma}}+\frac{t}{n \sigma}\right]= \\
& 2 q\left[\phi_{n}^{b}(\sigma)+\sqrt{\left(D^{2}\right)^{b}(\sigma)} \sqrt{\frac{t}{n \sigma}}+\frac{t}{n \sigma}\right]=V_{n}^{t}(\sigma) . \tag{4.2}
\end{align*}
$$

Since $\sigma>\sigma_{n}^{t}$ and the function $V_{n}^{t}$ is strictly decreasing, we have $V_{n}^{t}(\sigma)<1$ and, for all $\delta>\sigma_{n}^{t}$,

$$
U_{n}(\delta) \leq V_{n}^{t}(\sigma) \delta<\delta
$$

Therefore, $\sigma_{n}^{t} \geq \delta_{n}(\mathcal{F} ; P)$. It follows from Theorem 4.1 that

$$
\mathbb{P}\left\{\mathcal{E}\left(\hat{f}_{n}\right) \geq \sigma\right\} \leq \sum_{\delta_{j} \geq \sigma} e^{-t_{j}}
$$

The right hand side can be now bounded as follows:

$$
\begin{align*}
& \sum_{\delta_{j} \geq \sigma} e^{-t_{j}}=\sum_{\delta_{j} \geq \sigma} \exp \left\{-t \frac{\delta_{j}}{\sigma}\right\} \leq \sum_{j \geq 0} e^{-t q^{j}}= \\
& e^{-t}+\frac{q}{q-1} \sum_{j=1}^{\infty} q^{-j} e^{-t q^{j}}\left(q^{j}-q^{j-1}\right) \leq e^{-t}+\frac{1}{q-1} \int_{1}^{\infty} e^{-t x} d x= \\
& e^{-t}+\frac{1}{q-1} \frac{1}{t} e^{-t} \leq \frac{q}{q-1} e^{-t}, t \geq 1 \tag{4.3}
\end{align*}
$$

This implies the first bound for $t \geq 1$ and it is trivial for $t \leq 1$ because of the definition of constant $C_{q}$.

To prove the second bound use Theorem 4.2 and note that, by (4.2), $V_{n}(\sigma) \leq V_{n}^{t}(\sigma)$. The result follows from Theorem 4.2 and (4.3).

The result of Lemma 4.1 below is due to Massart [73, 74] (we formulate it in a slightly different form). Suppose that $\mathcal{F}$ is a class of measurable functions from $S$ into
$[0,1]$ and $f_{*}: S \mapsto[0,1]$ is a measurable function such that with some numerical constant D>0

$$
\begin{equation*}
D\left(P f-P f_{*}\right) \geq \rho_{P}^{2}\left(f, f_{*}\right) \geq P\left(f-f_{*}\right)^{2}-\left(P\left(f-f_{*}\right)\right)^{2}, \tag{4.4}
\end{equation*}
$$

where $\rho_{P}$ is a (pseudo)metric. The assumptions of this type are frequently used in model selection problems (see Section 6.3). They describe the link between the excess risk (or the approximation error) $P f-P_{*}$ and the variance of the "loss" $f-f_{*}$. This particular form of bound (4.4) is typical in regression problems with $L_{2}$-loss (see Section 5.1): the link function in this case is just the square. In some other problems, such as classification under "low noise" assumption other link functions are also used (see Section 5.3).

Assume, for simplicity, that the infimum of $\operatorname{Pf}$ over $\mathcal{F}$ is attained at a function $\bar{f} \in \mathcal{F}$ (the result can be easily modified if this is not the case). Let

$$
\omega_{n}(\delta):=\omega_{n}(\mathcal{F} ; \bar{f} ; \delta):=\mathbb{E} \sup _{f \in \mathcal{F}, \rho_{P}^{2}(f, \bar{f}) \leq \delta}\left|\left(P_{n}-P\right)(f-\bar{f})\right| .
$$

Lemma 4.1 There exists a constant $K>0$ such that for all $\varepsilon \in(0,1]$ and for all $t>0$

$$
\sigma_{n}^{t}(\mathcal{F} ; P) \leq \varepsilon\left(\inf _{\mathcal{F}} P f-P f_{*}\right)+\frac{1}{D} \omega_{n}^{\sharp}\left(\frac{\varepsilon}{K D}\right)+\frac{K D}{\varepsilon} \frac{t}{n} .
$$

Proof. Note that

$$
\phi_{n}(\delta)=\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\delta)} \leq 2 \mathbb{E} \sup _{f \in \mathcal{F}(\delta)}\left|\left(P_{n}-P\right)(f-\bar{f})\right| .
$$

For $f \in \mathcal{F}(\delta)$,

$$
\begin{aligned}
& \rho_{P}(f, \bar{f}) \leq \rho_{P}\left(f, f_{*}\right)+\rho_{P}\left(\bar{f}, f_{*}\right) \leq \sqrt{D\left(P f-P f_{*}\right)}+\sqrt{D\left(P \bar{f}-P f_{*}\right)} \leq \\
& \leq \sqrt{D(P f-P \bar{f})}+2 \sqrt{D\left(P \bar{f}-P f_{*}\right)} \leq \sqrt{D \delta}+2 \sqrt{D \Delta} \leq \sqrt{2 D(\delta+4 \Delta)}
\end{aligned}
$$

where

$$
\Delta:=P \bar{f}-P f_{*}=\inf _{\mathcal{F}} P f-P f_{*} .
$$

As a result, it follows that

$$
D(\delta) \leq 2 \sqrt{D}(\sqrt{\delta}+2 \sqrt{\Delta}) \leq \sqrt{8 D(\delta+4 \Delta)}
$$

and

$$
\phi_{n}(\delta) \leq 2 \omega_{n}(2 D(\delta+4 \Delta)) .
$$

We will now bound the functions $\phi_{n}^{b}(\sigma)$ and $\left(D^{2}\right)^{b}(\sigma)$ involved in the definition of $V_{n}^{t}(\sigma)$ (see the proof of Theorem 4.3). Denote $\tau:=\frac{\Delta}{\sigma}$. Then

$$
\phi_{n}^{b}(\sigma)=\sup _{\delta \geq \sigma} \frac{\phi_{n}(\delta)}{\delta} \leq 2 \sup _{\delta \geq \sigma} \frac{\omega_{n}(2 D(1+4 \tau) \delta)}{\delta}=4 D(1+4 \tau) \omega_{n}^{b}(2 D(1+4 \tau) \sigma)
$$

and also

$$
\left(D^{2}\right)^{b}(\sigma)=\sup _{\delta \geq \sigma} \frac{D^{2}(\delta)}{\delta} \leq \sup _{\delta \geq \sigma} \frac{8 D(\delta+4 \Delta)}{\delta} \leq 8 D(1+4 \tau) .
$$

Therefore,

$$
V_{n}^{t}(\sigma) \leq 2 q\left[4 D(1+4 \tau) \omega_{n}^{b}(2 D(1+4 \tau) \sigma)+2 \sqrt{2 D} \sqrt{1+4 \tau} \sqrt{\frac{t}{n \sigma}}+\frac{t}{n \sigma}\right]
$$

Suppose that, for some $\varepsilon \in(0,1]$, we have $\sigma \geq \varepsilon \Delta$ implying that $\tau \leq \frac{1}{\varepsilon}$. Then we can upper bound $V_{n}^{t}(\sigma)$ as follows:

$$
V_{n}^{t}(\sigma) \leq 2 q\left[\frac{20 D}{\varepsilon} \omega_{n}^{b}(2 D \sigma)+2 \sqrt{10} \sqrt{\frac{t D}{n \varepsilon \sigma}}+\frac{t}{n \sigma}\right]
$$

As soon as

$$
\sigma \geq \frac{1}{2 D} \omega_{n}^{\sharp}\left(\frac{\varepsilon}{K D}\right) \bigvee \frac{K D t}{n \varepsilon}
$$

with a sufficiently large $K$, the right hand side of the last bound can be made smaller than 1 . Thus, $\sigma_{n}^{t}$ is upper bounded either by $\varepsilon \Delta$, or by the expression

$$
\frac{1}{2 D} \omega_{n}^{\sharp}\left(\frac{\varepsilon}{K D}\right) \bigvee \frac{K D t}{n \varepsilon},
$$

which implies the bound of the lemma.

Remark. By increasing the value of the constant $K$ it is easy to upper bound the quantity $\sup \left\{\sigma: V_{n}^{t}(\sigma) \leq 1 / 2\right\}$ in exactly the same way.

The next statement follows immediately from Lemma 4.1 and Theorem 4.3.
Proposition 4.1 There exists a large enough constant $K>0$ such that for all $\varepsilon \in(0,1]$ and all $t>0$

$$
\mathbb{P}\left\{P \hat{f}-P f_{*} \geq(1+\varepsilon)\left(\inf _{\mathcal{F}} P f-P f_{*}\right)+\frac{1}{D} \omega_{n}^{\sharp}\left(\frac{\varepsilon}{K D}\right)+\frac{K D}{\varepsilon} \frac{t}{n}\right\} \leq C_{q} e^{-t} .
$$

Let us call $\psi: \mathbb{R}_{+} \mapsto \mathbb{R}_{+}$a function of concave type if it is nondecreasing and $u \mapsto \frac{\psi(u)}{u}$ is decreasing. If, in addition, for some $\gamma \in(0,1), u \mapsto \frac{\psi(u)}{u^{\gamma}}$ is decreasing, $\psi$ will be called a function of strictly concave type (with exponent $\gamma$ ). In particular, if $\psi(u):=\varphi\left(u^{\gamma}\right)$, or $\psi(u):=\varphi^{\gamma}(u)$, where $\varphi$ is a nondecreasing strictly concave function with $\varphi(0)=0$, then $\psi$ is of concave type for $\gamma=1$ and of strictly concave type for $\gamma<1$.

Proposition 4.2 Let $\delta_{j}:=q^{-j}, j \geq 0$ for some $q>1$. If $\psi$ is a function of strictly concave type with some exponent $\gamma \in(0,1)$, then

$$
\sum_{j: \delta_{j} \geq \delta} \frac{\psi\left(\delta_{j}\right)}{\delta_{j}} \leq c_{\gamma, q} \frac{\psi(\delta)}{\delta}
$$

where $c_{\gamma, q}$ is a constant depending only on $q, \gamma$.
Proof. Note that

$$
\begin{aligned}
& \sum_{j: \delta_{j} \geq \delta} \frac{\psi\left(\delta_{j}\right)}{\delta_{j}}=\sum_{j: \delta_{j} \geq \delta} \frac{\psi\left(\delta_{j}\right)}{\delta_{j}^{\gamma} \delta_{j}^{1-\gamma}} \leq \frac{\psi(\delta)}{\delta^{\gamma}} \sum_{j: \delta_{j} \geq \delta} \frac{1}{\delta_{j}^{1-\gamma}}= \\
= & \frac{\psi(\delta)}{\delta} \sum_{j: \delta_{j} \geq \delta}\left(\frac{\delta}{\delta_{j}}\right)^{1-\gamma} \leq \frac{\psi(\delta)}{\delta} \sum_{j \geq 0} q^{-j(1-\gamma)}=c_{\gamma, q} \frac{\psi(\delta)}{\delta} .
\end{aligned}
$$

Assume that $\phi_{n}(\delta) \leq \check{\phi}_{n}(\delta)$ and $D(\delta) \leq \check{D}(\delta), \delta>0$, where $\check{\phi}_{n}$ is a function of strictly concave type with some exponent $\gamma \in(0,1)$ and $\check{D}$ is a concave type function. Define

$$
\check{U}_{n}(\delta ; t):=\check{U}_{n, t}(\delta):=\check{K}\left(\check{\phi}_{n}(\delta)+\check{D}(\delta) \sqrt{\frac{t}{n}}+\frac{t}{n}\right)
$$

with some numerical constant $\check{K}$. Then $\check{U}_{n}(\cdot ; t)$ is also a function of strictly concave type.. In this case, it is natural to define

$$
\check{V}_{n}(\delta ; t):=\check{U}_{n, t}^{b}(\delta)=\frac{\check{U}_{n}(\delta ; t)}{\delta} \quad \text { and } \quad \check{\delta}_{n}(t):=\check{U}_{n, t}^{\sharp}(1) .
$$

Theorem 4.4 There exists a constant $\check{K}$ in the definition of the function $\check{U}_{n}(\delta ; t)$ such that for all $t>0$

$$
\mathbb{P}\left\{\mathcal{E}\left(\hat{f}_{n}\right) \geq \check{\delta}_{n}(t)\right\} \leq e^{-t}
$$

and for all $\delta \geq \check{\delta}_{n}(t)$,

$$
\mathbb{P}\left\{\sup _{f \in \mathcal{F}, \mathcal{E}(f) \geq \delta}\left|\frac{\hat{\mathcal{E}}_{n}(f)}{\mathcal{E}(f)}-1\right| \geq \check{V}_{n}(\delta ; t)\right\} \leq e^{-t}
$$

Proof. It is similar to the proof of Theorem 4.2, but now our goal is to avoid using the concentration inequality repeatedly for each value of $\delta_{j}$ since this leads to a logarithmic factor. The trick was previously used in Massart [73] and in Ph.D. dissertation of Bousquet (see also Bartlett, Bousquet and Mendelson [7]). Define

$$
\mathcal{G}_{\delta}:=\bigcup_{\sigma \geq \delta} \frac{\delta}{\sigma}\{f-g: f, g \in \mathcal{F}(\sigma)\} .
$$

Then the functions in $\mathcal{G}_{\delta}$ are bounded by 1 and

$$
\sigma_{P}\left(\mathcal{G}_{\delta}\right) \leq \sup _{\sigma \geq \delta} \frac{\delta}{\sigma} \sup _{f, g \in \mathcal{F}(\sigma)} \sigma_{P}(f-g) \leq \delta \sup _{\sigma \geq \delta} \frac{\check{D}(\sigma)}{\sigma} \leq \check{D}(\delta),
$$

since $\check{D}$ is of concave type. Also, since $\check{\phi}_{n}$ is of strictly concave type, Proposition 4.2 gives

$$
\begin{gathered}
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{G}_{\delta}}=\mathbb{E} \sup _{j: \delta_{j} \geq \delta} \sup _{\sigma \in\left(\delta_{j+1}, \delta_{j}\right]} \frac{\delta}{\sigma}\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\sigma)} \leq \\
\leq q \sum_{j: \delta_{j} \geq \delta} \frac{\delta}{\delta_{j}} \mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}\left(\delta_{j}\right)} \leq q \delta \sum_{j: \delta_{j} \geq \delta} \frac{\check{\phi}_{n}\left(\delta_{j}\right)}{\delta_{j}} \leq q c_{\gamma, q} \check{\phi}_{n}(\delta) .
\end{gathered}
$$

Now Talagrand's concentration inequality implies that there exists an event $E$ of probability $\mathbb{P}(E) \geq 1-e^{-t}$ such that on this event $\left\|P_{n}-P\right\|_{\mathcal{G}_{\delta}} \leq \check{U}_{n}(\delta ; t)$ (the constant $\check{K}$ in the definition of $\breve{U}_{n}(\delta ; t)$ should be chosen properly). Then, on the event $E$, for all $\sigma \geq \delta$,

$$
\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\sigma)} \leq \frac{\sigma}{\delta} \check{U}_{n}(\delta ; t) \leq \check{V}_{n}(\delta ; t) \sigma
$$

The rest repeats the proof of theorems 4.2 and 4.1.
In the next theorem, we consider empirical risk minimization problems over Donsker classes of functions under the assumption that, roughly speaking, the true risk has unique minimum and, as a consequence, the $\delta$-minimal sets $\mathcal{F}(\delta)$ shrink to a set consisting of a single function as $\delta \rightarrow 0$. Essentially, it will be shown that in such cases the excess risk is of the order $o_{\mathbb{P}}\left(n^{-1 / 2}\right)$.

Theorem 4.5 If $\mathcal{F}$ is a $P$-Donsker class and

$$
D_{P}(\mathcal{F} ; \delta) \rightarrow 0 \text { as } n \rightarrow \infty,
$$

then

$$
\mathcal{E}_{P}\left(\hat{f}_{n}\right)=o_{\mathbb{P}}\left(n^{-1 / 2}\right) \text { as } n \rightarrow \infty .
$$

Proof. If $\mathcal{F}$ is a $P$-Donsker class, then the sequence of empirical processes

$$
Z_{n}(f):=n^{1 / 2}\left(P_{n} f-P f\right), f \in \mathcal{F}
$$

is asymptotically equicontinuous, i.e., for all $\varepsilon>0$

$$
\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} \mathbb{P}\left\{\sup _{\rho_{P}(f, g) \leq \delta, f, g \in \mathcal{F}}\left|Z_{n}(f)-Z_{n}(g)\right| \geq \varepsilon\right\}=0
$$

(see, e.g., van der Vaart and Wellner [95], Section 2.1.2). This also implies (in the case of uniformly bounded classes, by an application of Talagrand's concentration inequality) that

$$
\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} \mathbb{E} \sup _{\rho_{P}(f, g) \leq \delta, f, g \in \mathcal{F}}\left|Z_{n}(f)-Z_{n}(g)\right|=0
$$

Since $D_{P}(\mathcal{F} ; \delta) \rightarrow 0$ as $\delta \rightarrow 0$, it follows that

$$
\begin{align*}
& \lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} n^{1 / 2} \phi_{n}(\mathcal{F} ; P ; \delta)=\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} n^{1 / 2} \mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\delta)} \leq \\
& \lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} \mathbb{E} \sup _{\rho_{P}(f, g) \leq D(\mathcal{F} ; \delta), f, g \in \mathcal{F}}\left|Z_{n}(f)-Z_{n}(g)\right|=0 \tag{4.5}
\end{align*}
$$

Let now $\left\{\delta_{j}\right\}$ be a decreasing sequence such that $D\left(\delta_{j}\right) \leq e^{-(j+1)}$ and let

$$
t_{j}:=t+2 \log \log \frac{1}{D\left(\delta_{j}\right)} \leq t+2 \log (j+1)
$$

Let $\delta_{n}^{t}$ denote the corresponding quantity $\delta_{n}(\mathcal{F} ; P)$ and $U_{n}^{t}$ the corresponding function $U_{n}$ (as they were defined before Theorem 4.1). Then it follows from Theorem 4.1 that

$$
\mathbb{P}\left\{\mathcal{E}_{P}\left(\hat{f}_{n}\right)>\delta_{n}^{t}\right\} \leq \sum_{\delta_{j} \geq \delta_{n}^{t}} e^{-t_{j}} \leq \sum_{j \geq 0} e^{-t_{j}} \leq \sum_{j \geq 0} e^{-t-2 \log (j+1)}=\sum_{j \geq 1} j^{-2} e^{-t} \leq 2 e^{-t}
$$

The definition of $U_{n}^{t}$ and the relationship (4.5) imply that, for all $t>0$,

$$
\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} n^{1 / 2} U_{n}^{t}(\delta)=0
$$

We also have

$$
U_{n}^{t}(1)=O\left(n^{-1 / 2}\right)
$$

since

$$
\phi_{n}(1) \leq 2 \mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}}=O\left(n^{-1 / 2}\right)
$$

for a Donsker class $\mathcal{F}$ and $D(1)<+\infty$. Therefore, the definition of $\delta_{n}^{t}$ implies that

$$
\delta_{n}^{t} \leq U_{n}^{t}\left(\delta_{n}^{t}\right) \leq U_{n}^{t}(1) \rightarrow 0 \text { as } n \rightarrow \infty
$$

and

$$
\limsup _{n \rightarrow \infty} n^{1 / 2} \delta_{n}^{t} \leq \limsup _{n \rightarrow \infty} n^{1 / 2} U_{n}^{t}\left(\delta_{n}^{t}\right)=\lim _{\delta \rightarrow 0} \limsup _{n \rightarrow \infty} n^{1 / 2} U_{n}^{t}(\delta)=0 .
$$

As a result, for all $t>0$,

$$
\delta_{n}^{t}=o\left(n^{-1 / 2}\right) .
$$

Then, it is easy to show that there is a choice of $t=\tau_{n} \rightarrow \infty$ (slowly enough) such that

$$
\delta_{n}^{\tau_{n}}=o\left(n^{-1 / 2}\right) .
$$

The claim of the theorem now follows from the bound

$$
\mathbb{P}\left\{\mathcal{E}_{P}\left(\hat{f}_{n}\right)>\delta_{n}^{\tau_{n}}\right\} \leq 2 e^{-\tau_{n}} \rightarrow 0 \text { as } n \rightarrow \infty
$$

There is another version of the proof that is based on Theorem 4.3.
The condition $D(\mathcal{F} ; \delta) \rightarrow 0$ as $\delta \rightarrow 0$ is quite natural when the true risk minimization problem (1.1) has unique solution. In this case, such quantities as $\delta_{n}(\mathcal{F} ; P)$ often give correct (in a minimax sense) convergence rate for the excess risk in risk minimization problems. However, if the minimum in (1.1) is not unique, the diameter $D(\delta)$ of the $\delta$-minimal set is bounded away from 0 . In such cases, $\delta_{n}(\mathcal{F} ; P)$ is bounded from below by $c \sqrt{\frac{1}{n}}$. At the same time, the optimal convergence rate of the excess risk to 0 is often better than this (in fact, it can be close to $n^{-1}$, e.g., in classification problems).

### 4.2 Rademacher Complexities and Data Dependent Bounds on Excess Risk

In a variety of statistical problems, it is crucial to have data dependent upper and lower confidence bounds on the sup-norm of the empirical process $\left\|P_{n}-P\right\|_{\mathcal{F}}$ for a given function class $\mathcal{F}$. This random variable is a natural measure of the accuracy of approximation of unknown distribution $P$ by its empirical distribution $P_{n}$. However, $\left\|P_{n}-P\right\|_{\mathcal{F}}$ depends on the unknown distribution $P$ and, hence, it can not be used directly. It happens that it is easy to construct rather simple upper and lower bounds on $\left\|P_{n}-P\right\|_{\mathcal{F}}$ in terms of the sup-norm of Rademacher process $\left\|R_{n}\right\|_{\mathcal{F}}$. The last random variable depends only on the data $X_{1}, \ldots, X_{n}$ and on random signs $\varepsilon_{1}, \ldots, \varepsilon_{n}$ that are independent of $X_{1}, \ldots, X_{n}$ and are easy to simulate. Thus, $\left\|R_{n}\right\|_{\mathcal{F}}$ can be used as a data dependent complexity measure of the class $\mathcal{F}$ that allows one to estimate the accuracy of approximation of $P$ by $P_{n}$ based on the data. This bootstrap type approach was introduced independently
in Koltchinskii [58] and Bartlett, Boucheron and Lugosi [8] and it was used to develop a general method of model selection and complexity regularization in learning theory. It is based on the following simple bounds. Their proof is very elementary and relies only on the symmetrization and bounded difference inequalities.

Assume that the functions in the class $\mathcal{F}$ are uniformly bounded by a constant $U>0$.

Theorem 4.6 For all $t>0$,

$$
\mathbb{P}\left\{\left\|P_{n}-P\right\|_{\mathcal{F}} \geq 2\left\|R_{n}\right\|_{\mathcal{F}}+\frac{3 t U}{\sqrt{n}}\right\} \leq \exp \left\{-\frac{t^{2}}{2}\right\}
$$

and

$$
\mathbb{P}\left\{\left\|P_{n}-P\right\|_{\mathcal{F}} \leq \frac{1}{2}\left\|R_{n}\right\|_{\mathcal{F}}-\frac{2 t U}{\sqrt{n}}-\frac{U}{2 \sqrt{n}}\right\} \leq \exp \left\{-\frac{t^{2}}{2}\right\}
$$

Proof. Denote

$$
Z_{n}:=\left\|P_{n}-P\right\|_{\mathcal{F}}-2\left\|R_{n}\right\|_{\mathcal{F}} .
$$

Then, by symmetrization inequality, $\mathbb{E} Z_{n} \leq 0$ and applying bounded difference inequality to random variable $Z_{n}$ easily yields

$$
Z_{n} \geq \mathbb{E} Z_{n}+\frac{3 t U}{\sqrt{n}} \leq \exp \left\{-\frac{t^{2}}{2}\right\}
$$

which implies the first bound.
The second bound is proved similarly by considering the random variable

$$
Z_{n}:=\left\|P_{n}-P\right\|_{\mathcal{F}}-\frac{1}{2}\left\|R_{n}\right\|_{\mathcal{F}}-\frac{U}{2 \sqrt{n}}
$$

and using symmetrization and bounded difference inequalities.

Note that other versions of bootstrap, most notably, the classical Efron's bootstrap, can be also used in a similar way (see Fromont [44]).

The major drawback of Theorem 4.6 is that the error term does not take into account the size of the variance of functions in the class $\mathcal{F}$. In some sense, this is a data dependent version of uniform Hoeffding inequality and what is often needed is a data dependent version of uniform Bernstein type inequality. We provide such a result below. It can be viewed as a statistical version of Talagrand's concentration inequality. Recently, Giné and Nickl [51] used some inequalities of similar nature in adaptive density estimation.

Denote

$$
\sigma_{P}^{2}(\mathcal{F}):=\sup _{f \in \mathcal{F}} P f^{2} \text { and } \sigma_{n}^{2}(\mathcal{F}):=\sup _{f \in \mathcal{F}} P_{n} f^{2} .
$$

Theorem 4.7 There exists a numerical constant $K>0$ such that for all $t \geq 1$ with probability at least $1-e^{-t}$ the following bounds hold:

$$
\begin{align*}
\left|\left\|R_{n}\right\|_{\mathcal{F}}-\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}\right| & \leq K\left[\sqrt{\frac{t}{n}\left(\sigma_{n}^{2}(\mathcal{F})+U\left\|R_{n}\right\|_{\mathcal{F}}\right)}+\frac{t U}{n}\right]  \tag{4.6}\\
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} & \leq K\left[\left\|R_{n}\right\|_{\mathcal{F}}+\sigma_{n}(\mathcal{F}) \sqrt{\frac{t}{n}}+\frac{t U}{n}\right]  \tag{4.7}\\
\sigma_{P}^{2}(\mathcal{F}) & \leq K\left(\sigma_{n}^{2}(\mathcal{F})+U\left\|R_{n}\right\|_{\mathcal{F}}+\frac{t U}{n}\right) \tag{4.8}
\end{align*}
$$

and

$$
\begin{equation*}
\sigma_{n}^{2}(\mathcal{F}) \leq K\left(\sigma_{P}^{2}(\mathcal{F})+U \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}+\frac{t U}{n}\right) \tag{4.9}
\end{equation*}
$$

Also, for all $t \geq 1$ with probability at least $1-e^{-t}$

$$
\begin{equation*}
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}} \leq K\left[\left\|R_{n}\right\|_{\mathcal{F}}+\sigma_{n}(\mathcal{F}) \sqrt{\frac{t}{n}}+\frac{t U}{n}\right] \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\left\|P_{n}-P\right\|_{\mathcal{F}}-\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}}\right| \leq K\left[\sqrt{\frac{t}{n}\left(\sigma_{n}^{2}(\mathcal{F})+U\left\|R_{n}\right\|_{\mathcal{F}}\right)}+\frac{t U}{n}\right] \tag{4.11}
\end{equation*}
$$

Proof. It is enough to consider the case when $U=1 / 2$. The general case then follows by rescaling. Using Talagrand's concentration inequality (to be specific, KleinRio bound), we claim that on an event $E$ of probability at least $1-e^{-t}$

$$
\begin{equation*}
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq\left\|R_{n}\right\|_{\mathcal{F}}+\sqrt{\frac{2 t}{n}\left(\sigma_{P}^{2}(\mathcal{F})+2 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}\right)}+\frac{t}{n} \tag{4.12}
\end{equation*}
$$

which implies that

$$
\begin{gathered}
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq\left\|R_{n}\right\|_{\mathcal{F}}+\sigma_{P}(\mathcal{F}) \sqrt{\frac{2 t}{n}}+\frac{t}{n}+2 \sqrt{\frac{1}{2} \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \frac{2 t}{n}} \leq \\
\leq\left\|R_{n}\right\|_{\mathcal{F}}+\sigma_{P}(\mathcal{F}) \sqrt{\frac{2 t}{n}}+\frac{t}{n}+\frac{1}{2} \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}+\frac{2 t}{n}
\end{gathered}
$$

or

$$
\begin{equation*}
\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}} \leq 2\left\|R_{n}\right\|_{\mathcal{F}}+2 \sqrt{2} \sigma_{P}(\mathcal{F}) \sqrt{\frac{t}{n}}+\frac{6 t}{n} \tag{4.13}
\end{equation*}
$$

We will now upper bound $\sigma_{P}^{2}(\mathcal{F})$ in terms of $\sigma_{n}^{2}(\mathcal{F})$. Denote $\mathcal{F}^{2}:=\left\{f^{2}: f \in \mathcal{F}\right\}$. Again, we apply Talagrand's concentration inequality (namely, Bousquet's bound) and show that on an event $F$ of probability at least $1-e^{-t}$

$$
\begin{gathered}
\sigma_{P}^{2}(\mathcal{F})=\sup _{f \in \mathcal{F}} P f^{2} \leq \sup _{f \in \mathcal{F}} P_{n} f^{2}+\left\|P_{n}-P\right\|_{\mathcal{F}^{2}} \leq \\
\leq \sigma_{n}^{2}(\mathcal{F})+\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{2}}+\sqrt{\frac{2 t}{n}\left(\sigma_{P}^{2}(\mathcal{F})+2 \mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{2}}\right)}+\frac{t}{3 n},
\end{gathered}
$$

where we also used the fact that

$$
\sup _{f \in \mathcal{F}^{2}} \operatorname{Var}_{P}\left(f^{2}\right) \leq \sup _{f \in \mathcal{F}} P f^{2}=\sigma_{P}^{4}(\mathcal{F})<\sup _{f \in \mathcal{F}} P f^{2}=\sigma_{P}^{2}(\mathcal{F})
$$

since the functions from $\mathcal{F}$ are uniformly bounded by $U=1 / 2$. Using symmetrization inequality and then contraction inequality for Rademacher processes, we get

$$
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{2}} \leq 2 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}^{2}} \leq 8 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}^{2}}
$$

Hence,

$$
\begin{gathered}
\sigma_{P}^{2}(\mathcal{F}) \leq \sigma_{n}^{2}(\mathcal{F})+8 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}+\sigma_{P}(\mathcal{F}) \sqrt{\frac{2 t}{n}}+2 \sqrt{\frac{8 t}{n} \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}}+\frac{t}{3 n} \leq \\
\leq \sigma_{n}^{2}(\mathcal{F})+9 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}+\sigma_{P}(\mathcal{F}) \sqrt{\frac{2 t}{n}}+\frac{9 t}{n}
\end{gathered}
$$

where the inequality $2 \sqrt{a b} \leq a+b, a, b \geq 0$ was applied. Next we use bound (4.13) on $\mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}$ to get

$$
\sigma_{P}^{2}(\mathcal{F}) \leq \sigma_{n}^{2}(\mathcal{F})+18\left\|R_{n}\right\|_{\mathcal{F}}+19 \sigma_{P}(\mathcal{F}) \sqrt{\frac{2 t}{n}}+\frac{100 t}{n}
$$

As before, we bound the term $19 \sigma_{P}(\mathcal{F}) \sqrt{\frac{2 t}{n}}=2 \times 19 \frac{\sigma_{P}(\mathcal{F})}{\sqrt{2}} \sqrt{\frac{t}{n}}$ using the inequality $2 a b \leq a^{2}+b^{2}$, which gives

$$
\sigma_{P}^{2}(\mathcal{F}) \leq \frac{1}{2} \sigma_{P}^{2}(\mathcal{F})+\sigma_{n}^{2}(\mathcal{F})+18\left\|R_{n}\right\|_{\mathcal{F}}+\frac{500 t}{n}
$$

As a result, the following bound holds on the event $E \cap F$ :

$$
\begin{equation*}
\sigma_{P}^{2}(\mathcal{F}) \leq 2 \sigma_{n}^{2}(\mathcal{F})+36\left\|R_{n}\right\|_{\mathcal{F}}+\frac{1000 t}{n} \tag{4.14}
\end{equation*}
$$

It also implies

$$
\sigma_{P}(\mathcal{F}) \leq \sqrt{2} \sigma_{n}(\mathcal{F})+6 \sqrt{\left\|R_{n}\right\|_{\mathcal{F}}}+32 \sqrt{\frac{t}{n}}
$$

We use this bound on $\sigma_{P}(\mathcal{F})$ in terms of $\sigma_{n}(\mathcal{F})$ to derive from (4.13) that

$$
\begin{gathered}
\mathbb{E}\left\|_{n}\right\|_{\mathcal{F}} \leq 2\left\|R_{n}\right\|_{\mathcal{F}}+4 \sigma_{n}(\mathcal{F}) \sqrt{\frac{t}{n}}+ \\
+12 \sqrt{2} \sqrt{\left\|R_{n}\right\|_{\mathcal{F}}} \sqrt{\frac{t}{n}}+\frac{100 t}{n} \leq 3\left\|R_{n}\right\|_{\mathcal{F}}+4 \sigma_{n}(\mathcal{F}) \sqrt{\frac{t}{n}}+\frac{172 t}{n} .
\end{gathered}
$$

The last bound holds on the same event $E \cap F$ of probability at least $1-2 e^{-t}$. This implies inequalities (4.7) and (4.8) of the theorem. Inequality (4.6) follows from Talagrand's inequality, specifically, from combination of Klein-Rio inequality (4.12), the following application of Bousquet's inequality

$$
\begin{equation*}
\left\|R_{n}\right\|_{\mathcal{F}} \leq \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}+\sqrt{\frac{2 t}{n}\left(\sigma_{P}^{2}(\mathcal{F})+2 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}}\right)}+\frac{t}{3 n} \tag{4.15}
\end{equation*}
$$

and bounds (4.7), (4.8) that have been already proved. The proof of the next inequality (4.9) is another application of symmetrization, contraction and Talagrand's concentration and is similar to the proof of (4.8). The last two bounds follow from the inequalities for the Rademacher process and symmetrization inequality.

Under the assumption $t \geq 1$, the exponent in the expression for probability can be written as $e^{-t}$ without a constant in front of it. The constant can be removed by increasing the value of $K$.

We will use the above tools to construct data dependent bounds on the excess risk. As in the previous section, we assume that the functions in the class $\mathcal{F}$ are uniformly bounded by 1 . First we show that the $\delta$-minimal sets of the risk can be estimated by the $\delta$-minimal sets of the empirical risk provided that $\delta$ is not too small, which is a consequence of Theorem 4.2. Let

$$
\hat{\mathcal{F}}_{n}(\delta):=\mathcal{F}_{P_{n}}(\delta)
$$

be the $\delta$-minimal set of $P_{n}$.
Lemma 4.2 Let $\delta_{n}^{\diamond}$ be a number such that $\delta_{n}^{\diamond} \geq U_{n}^{\sharp}\left(\frac{1}{2}\right)$. There exists an event of probability at least $1-\sum_{\delta_{j} \geq \delta_{n}^{\circ}} e^{-t_{j}}$ such that on this event, for all $\delta \geq \delta_{n}^{\diamond}$,

$$
\mathcal{F}(\delta) \subset \hat{\mathcal{F}}_{n}(3 \delta / 2) \text { and } \hat{\mathcal{F}}_{n}(\delta) \subset \mathcal{F}(2 \delta) .
$$

Proof. It easily follows from the definitions that $\delta_{n}^{\diamond} \geq \delta_{n}(\mathcal{F} ; P)$. Denote

$$
E_{n}:=\bigcap_{\delta_{j} \geq \delta_{n}^{\circ}} E_{n, j},
$$

where $E_{n, j}$ are the events defined in the proof of Theorem 4.1. Then

$$
\mathbb{P}\left(E_{n}\right) \geq 1-\sum_{\delta_{j} \geq \delta_{n}^{\circ}} e^{-t_{j}}
$$

It follows from the proof of Theorem 4.2, that, on the event $E_{n}$, for all $f \in \mathcal{F}$ with $\mathcal{E}(f) \geq \delta_{n}^{\diamond}$,

$$
\frac{1}{2} \leq \frac{\hat{\mathcal{E}}_{n}(f)}{\mathcal{E}(f)} \leq \frac{3}{2}
$$

By the proof of Theorem 4.2, on the same event

$$
\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}\left(\delta_{n}^{\diamond}\right)} \leq U_{n}\left(\delta_{n}^{\diamond}\right) .
$$

Therefore, on the event $E_{n}$,

$$
\begin{equation*}
\mathcal{E}(f) \leq 2 \hat{\mathcal{E}}_{n}(f) \vee \delta_{n}^{\diamond}, f \in \mathcal{F}, \tag{4.16}
\end{equation*}
$$

which implies that, for all $\delta \geq \delta_{n}^{\diamond}, \hat{\mathcal{F}}_{n}(\delta) \subset \mathcal{F}(2 \delta)$. On the other hand, on the same event $E_{n}$, for all $f \in \mathcal{F}$, the assumption $\mathcal{E}(f) \geq \delta_{n}^{\diamond}$ implies that $\hat{\mathcal{E}}_{n}(f) \leq \frac{3}{2} \mathcal{E}(f)$ and the assumption $\mathcal{E}(f) \leq \delta_{n}^{\diamond}$ implies that

$$
\hat{\mathcal{E}}_{n}(f) \leq \mathcal{E}(f)+\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}\left(\delta_{n}^{\diamond}\right)} \leq \mathcal{E}(f)+U_{n}\left(\delta_{n}^{\diamond}\right) \leq \delta_{n}^{\diamond}+V_{n}\left(\delta_{n}^{\diamond}\right) \delta_{n}^{\diamond} \leq \frac{3}{2} \delta_{n}^{\diamond} .
$$

Thus, for all $f \in \mathcal{F}$,

$$
\begin{equation*}
\hat{\mathcal{E}}_{n}(f) \leq \frac{3}{2}\left(\mathcal{E}(f) \vee \delta_{n}^{\diamond}\right) \tag{4.17}
\end{equation*}
$$

which implies that on the event $E_{n}$, for all $\delta \geq \delta_{n}^{\diamond}, \mathcal{F}(\delta) \subset \hat{\mathcal{F}}_{n}(3 \delta / 2)$.

Now we are ready to define an empirical version of excess risk bounds. It will be convenient to use the following definition of $\rho_{P}$ :

$$
\rho_{P}^{2}(f, g):=P(f-g)^{2} .
$$

Given a decreasing sequence $\left\{\delta_{j}\right\}$ of positive numbers with $\delta_{0}=1$ and a sequence $\left\{t_{j}\right\}$ of real numbers, $t_{j} \geq 1$, define

$$
\bar{U}_{n}(\delta):=\bar{K}\left(\phi_{n}\left(\delta_{j}\right)+D\left(\delta_{j}\right) \sqrt{\frac{t_{j}}{n}}+\frac{t_{j}}{n}\right), \quad \delta \in\left(\delta_{j+1}, \delta_{j}\right], j \geq 0
$$

where $\bar{K}=2$. Comparing this with the definition (4.1) of the function $U_{n}$, it is easy to check that $U_{n}(\delta) \leq \bar{U}_{n}(\delta), \delta \in(0,1]$. As a consequence, if we define $\bar{\delta}_{n}:=\bar{U}_{n}^{\sharp}(1 / 2)$, then $\delta_{n}(\mathcal{F} ; P) \leq \bar{\delta}_{n}$.

Empirical versions of the functions $D$ and $\phi_{n}$ are defined by the following relationships:

$$
\hat{D}_{n}(\delta):=\sup _{f, g \in \hat{\mathcal{F}}_{n}(\delta)} \rho_{P_{n}}(f, g) \quad \text { and } \quad \hat{\phi}_{n}(\delta):=\left\|R_{n}\right\|_{\hat{\mathcal{F}}_{n}^{\prime}(\delta)}
$$

Also, let

$$
\begin{aligned}
& \hat{U}_{n}(\delta):=\hat{K}\left(\hat{\phi}_{n}\left(\hat{c} \delta_{j}\right)+\hat{D}_{n}\left(\hat{c} \delta_{j}\right) \sqrt{\frac{t_{j}}{n}}+\frac{t_{j}}{n}\right), \quad \delta \in\left(\delta_{j+1}, \delta_{j}\right], j \geq 0, \\
& \tilde{U}_{n}(\delta):=\tilde{K}\left(\phi_{n}\left(\tilde{c} \delta_{j}\right)+D\left(\tilde{c} \delta_{j}\right) \sqrt{\frac{t_{j}}{n}}+\frac{t_{j}}{n}\right), \quad \delta \in\left(\delta_{j+1}, \delta_{j}\right], j \geq 0,
\end{aligned}
$$

where $2 \leq \hat{K} \leq \tilde{K}, \hat{c}, \tilde{c} \geq 1$ are numerical constants. Define

$$
\bar{V}_{n}(\delta):=\bar{U}_{n}^{b}(\delta), \hat{V}_{n}(\delta):=\hat{U}_{n}^{b}(\delta), \tilde{V}_{n}(\delta):=\bar{U}_{n}^{b}(\delta)
$$

and

$$
\hat{\delta}_{n}:=\hat{U}_{n}^{\sharp}(1 / 2), \quad \tilde{\delta}_{n}:=\tilde{U}_{n}^{\sharp}(1 / 2) .
$$

The constants in the definitions of the functions $\bar{U}_{n}$ and $\tilde{U}_{n}$ can be chosen in such a way that for all $\delta U_{n}(\delta) \leq \bar{U}_{n}(\delta) \leq \tilde{U}_{n}(\delta)$, which yields the bound $\delta_{n}(\mathcal{F} ; P) \leq \bar{\delta}_{n} \leq \tilde{\delta}_{n}$. Since the definitions of the functions $U_{n}, \bar{U}_{n}, \tilde{U}_{n}$ differ only in the constants, it is plausible that the quantities $\delta_{n}(\mathcal{F} ; P), \bar{\delta}_{n}, \tilde{\delta}_{n}$ are of the same order (in fact, it can be checked in numerous examples).

We will prove that with a high probability, for all $\delta, \bar{U}_{n}(\delta) \leq \hat{U}_{n}(\delta) \leq \tilde{U}_{n}(\delta)$, so, $\hat{U}_{n}$ provides a data-dependent upper bound on $\bar{U}_{n}$ and $\tilde{U}_{n}$ provides a distribution dependent upper bound on $\hat{U}_{n}$. This implies that, with a high probability, $\bar{\delta}_{n} \leq \hat{\delta}_{n} \leq \tilde{\delta}_{n}$, which provides a data dependent bound $\hat{\delta}_{n}$ on the excess risk $\mathcal{E}_{P}\left(\hat{f}_{n}\right)$ which is of correct size (up to a constant) in many cases.

Theorem 4.8 With the above notations,

$$
\mathbb{P}\left\{\bar{\delta}_{n} \leq \hat{\delta}_{n} \leq \tilde{\delta}_{n}\right\} \geq 1-3 \sum_{\delta_{j} \geq \bar{\delta}_{n}} \exp \left\{-t_{j}\right\}
$$

Proof. The proof follows from the inequalities of Theorem 4.7 and Lemma 4.2 in a rather straightforward way. Note that $\bar{\delta}_{n} \geq U_{n}^{\sharp}(1 / 2)$, so we can use it as $\delta_{n}^{\diamond}$ in Lemma 4.2. Denote $H$ the event introduced in the proof of this lemma (it was called $E_{n}$ in the proof). Then

$$
\mathbb{P}(H) \geq 1-\sum_{\delta_{j} \geq \bar{\delta}_{n}} e^{-t_{j}}
$$

and, on the event $H$,

$$
\mathcal{F}(\delta) \subset \hat{\mathcal{F}}_{n}(3 \delta / 2) \text { and } \hat{\mathcal{F}}_{n}(\delta) \subset \mathcal{F}(2 \delta)
$$

for all $\delta \geq \bar{\delta}_{n}$.
First, the values of $\delta$ and $t$ will be fixed. At the end, the resulting bounds will be used for $\delta=\delta_{j}$ and $t=t_{j}$. We will apply the inequalities of Theorem 4.7 to the function class $\mathcal{F}^{\prime}(\delta)$. It easily follows from bound (4.10) that there exists an event $F=F(\delta)$ of probability at least $1-e^{-t}$ such that, on the event $H \cap F$,

$$
\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\delta)} \leq K\left[\left\|R_{n}\right\|_{\hat{\mathcal{F}}_{n}^{\prime}(3 / 2 \delta)}+\hat{D}_{n}\left(\frac{3}{2} \delta\right) \sqrt{\frac{t}{n}}+\frac{t}{n}\right]
$$

with a properly chosen $K$. Recalling the definition of $\bar{U}_{n}$ and $\hat{U}_{n}$, the last bound immediately implies that with a straightforward choice of numerical constants $\hat{K}, \hat{c}$, the inequality $\bar{U}_{n}(\delta) \leq \hat{U}_{n}(\delta)$. holds on the event $H \cap F$.

Quite similarly, using the inequalities of Theorem 4.7 (in particular, using bound (4.9) to control the "empirical" diameter $\hat{D}(\delta)$ in terms of the "true" diameter $D(\delta)$ ) and also the desymmetrization inequality, it is easy to see that there exists an event $G=G(\delta)$ of probability at least $1-e^{-t}$ such that the inequality $\hat{U}_{n}(\delta) \leq \tilde{U}_{n}(\delta)$ holds on $H \cap G$ with properly chosen numerical constants $\tilde{K}, \tilde{c}$ in the definition of $\tilde{U}_{n}$.

Using the resulting inequalities for $\delta=\delta_{j} \geq \bar{\delta}_{n}$ yields

$$
\mathbb{P}(E) \geq 1-3 \sum_{\delta_{j} \geq \bar{\delta}_{n}} \exp \left\{-t_{j}\right\},
$$

where

$$
E:=\left\{\forall \delta_{j} \geq \bar{\delta}_{n}: \bar{U}_{n}\left(\delta_{j}\right) \leq \hat{U}_{n}\left(\delta_{j}\right) \leq \tilde{U}_{n}\left(\delta_{j}\right)\right\} \supset \bigcup_{j: \delta_{j} \geq \bar{\delta}_{n}}\left(H \cap F\left(\delta_{j}\right) \cap G\left(\delta_{j}\right)\right) .
$$

By the definitions of $\bar{U}_{n}, \hat{U}_{n}$ and $\tilde{U}_{n}$, this also implies that, on the event $E$,

$$
\bar{U}_{n}(\delta) \leq \hat{U}_{n}(\delta) \leq \tilde{U}_{n}(\delta)
$$

for all $\delta \geq \bar{\delta}_{n}$. By simple properties of $\sharp$-transform, we conclude that $\bar{\delta}_{n} \leq \hat{\delta}_{n} \leq \tilde{\delta}_{n}$ on the event $E$, which completes the proof.

It is easily seen from the proof of Theorem 4.8 and from the definitions and constructions of the events involved in this proof as well as in the proofs of Theorem 4.2 and Lemma 4.2 that on an event $E$ of probability at least $1-p$, where $p=3 \sum_{\delta_{j} \geq \bar{\delta}_{n}} e^{-t_{j}}$, the following conditions hold:
(i) $\bar{\delta}_{n} \leq \hat{\delta}_{n} \leq \tilde{\delta}_{n}$;
(ii) $\mathcal{E}(\hat{f}) \leq \bar{\delta}_{n}$;
(iii) for all $f \in \mathcal{F}$,

$$
\mathcal{E}(f) \leq 2 \hat{\mathcal{E}}_{n}(f) \vee \bar{\delta}_{n}
$$

and

$$
\hat{\mathcal{E}}_{n}(f) \leq \frac{3}{2}\left(\mathcal{E}(f) \vee \bar{\delta}_{n}\right)
$$

(iv) for all $\delta \geq \bar{\delta}_{n}$,

$$
\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\delta)} \leq U_{n}(\delta)
$$

Sometimes it is convenient to deal with different triples ( $\bar{\delta}_{n}, \hat{\delta}_{n}, \tilde{\delta}_{n}$ ) (defined in terms of various complexity measures of the class $\mathcal{F}$ ) that still satisfy conditions (i)-(iv) with a high probability. In fact, to satisfy conditions (ii)-(iv) it is enough to choose $\bar{\delta}_{n}$ in such a way that
(v) $\bar{\delta}_{n} \geq U_{n}^{\sharp}(1 / 2)$.

This is reflected in the following definition.
Definition 4.1 Suppose sequences $\left\{\delta_{j}\right\},\left\{t_{j}\right\}$ and the corresponding function $U_{n}$ are given. We will call $\bar{\delta}_{n}$ that depends on $\mathcal{F}$ and $P$ an admissible distribution dependent bound on excess risk iff it satisfies condition (v), and, as a consequence, also conditions (ii)-(iv). If (ii)-(iv) hold on an event $E$ such that $\mathbb{P}(E) \geq 1-p$, then $\bar{\delta}_{n}$ will be called an admissible bound of confidence level $1-p$. A triple $\left(\bar{\delta}_{n}, \hat{\delta}_{n}, \tilde{\delta}_{n}\right)$, such that $\bar{\delta}_{n}$ and $\tilde{\delta}_{n}$ depend on $\mathcal{F}$ and $P, \hat{\delta}_{n}$ depends on $\mathcal{F}$ and $X_{1}, \ldots, X_{n}$, and, for some $p \in(0,1)$, conditions (i)-(v) hold on an event $E$ with $\mathbb{P}(E) \geq 1-p$, will be called a triple bound on the excess risk of confidence level $1-p$.

Such triple bounds will be used later in model selection methods based on penalized empirical risk minimization.

We conclude this section with a simple example showing that in the multiple minima case the distribution dependent excess risk bounds developed in the previous section are not always sharp. Moreover, there is a difficulty in estimation of the level sets of the risk (the $\delta$-minimal sets), which was of importance in constructing data dependent excess risk bounds. Some more subtle geometric characteristics of the class $\mathcal{F}$ that can be used in such cases to recover the correct convergence rates were suggested in Koltchinskii [59]. However, the development of the theory of excess risk bounds in the multiple minima case remains an open problem.

Recall the definition of $\delta_{n}(t)$ in Corollary 4.1.
Proposition 4.3 Let $S:=\{0,1\}^{N+1}$ and $P$ be the uniform distribution on $\{0,1\}^{N+1}$. Let $\mathcal{F}:=\left\{f_{j}: 1 \leq j \leq N+1\right\}$, where

$$
f_{j}(x)=x_{j}, \quad x=\left(x_{1}, \ldots, x_{N+1}\right) \in\{0,1\}^{N+1}
$$

Then the following statements hold for an empirical risk minimizer $\hat{f}$ :
(i) $\mathcal{E}_{P}(\hat{f})=0$;
(ii) with some $c>0$,

$$
\delta_{n}(t) \geq c\left(\sqrt{\frac{\log N}{n}}+\sqrt{\frac{t}{n}}\right)
$$

(iii) for any $\varepsilon>0$ there exists $N_{0}$ such that, for $N_{0} \leq N \leq \sqrt{n}$ and for $\delta=0.25 \sqrt{\frac{\log N}{n}}$, the inclusion $\mathcal{F}(0) \subset \hat{\mathcal{F}}_{n}(\delta)$ does not hold with probability at least $1-\varepsilon$.

Proof. For $k \neq j, P\left(f_{k}-f_{j}\right)^{2}=1 / 2$. Thus, $D_{P}(\mathcal{F} ; \delta)=1 / 2$. At the same time,

$$
\phi_{n}(\delta)=\mathbb{E} \sup _{f, g \in \mathcal{F}}\left|\left(P_{n}-P\right)(f-g)\right|=\mathbb{E} \max _{1 \leq k, j \leq N}\left|\left(P_{n}-P\right)\left(f_{k}-f_{j}\right)\right| .
$$

It is easy to check that the last expectation is of the order $c \sqrt{\frac{\log N}{n}}$. It implies that the value of $\delta_{n}(t)$ is of the order $c\left(\sqrt{\frac{\log N}{n}}+\sqrt{\frac{t}{n}}\right)$. The excess risk $\mathcal{E}(f)$ is equal to 0 for all $f \in \mathcal{F}$. In particular, $\mathcal{E}\left(\hat{f}_{n}\right)=0$. Thus, the bound $\delta_{n}(t)$ is not sharp.

To show that (iii) holds, note that

$$
\begin{gathered}
\mathbb{P}\left\{\mathcal{F}(0) \subset \hat{\mathcal{F}}_{n}(\delta)\right\}=\mathbb{P}\left\{\hat{\mathcal{F}}_{n}(\delta)=\mathcal{F}\right\}= \\
\mathbb{P}\left\{\forall j, 1 \leq j \leq N+1: P_{n} f_{j} \leq \min _{1 \leq k \leq N+1} P_{n} f_{k}+\delta\right\} \leq
\end{gathered}
$$

$$
\leq \mathbb{P}\left\{\forall j, 1 \leq j \leq N: P_{n} f_{j} \leq P_{n} f_{N+1}+\delta\right\}=\mathbb{P}\left\{\forall j, 1 \leq j \leq N: \nu_{n, j} \leq \nu_{n}+\delta n\right\}
$$

where $\nu_{n}, \nu_{n, j}, 1 \leq j \leq N$ are i.i.d. binomial random variables with parameters $n$ and $1 / 2$. Therefore,

$$
\begin{gathered}
\mathbb{P}\left\{\mathcal{F}(0) \subset \hat{\mathcal{F}}_{n}(\delta)\right\} \leq \sum_{k=0}^{n} \mathbb{P}\left\{\nu_{n}=k\right\} \mathbb{P}\left\{\forall j, 1 \leq j \leq N: \nu_{n, j} \leq k+\delta n \mid \nu_{n}=k\right\}= \\
\sum_{k=0}^{n} \mathbb{P}\left\{\nu_{n}=k\right\} \prod_{j=1}^{N} \mathbb{P}\left\{\nu_{n, j} \leq k+\delta n\right\}=\sum_{k=0}^{n} \mathbb{P}\left\{\nu_{n}=k\right\} \mathbb{P}^{N}\left\{\nu_{n} \leq k+\delta n\right\} \leq \\
\mathbb{P}\left\{\nu_{n}>\bar{k}\right\}+\mathbb{P}^{N}\left\{\nu_{n} \leq \bar{k}+\delta n\right\},
\end{gathered}
$$

where $0 \leq \bar{k} \leq n$. Let $\bar{k}=\frac{n}{2}+n \delta$. By Bernstein's inequality,

$$
\mathbb{P}\left\{\nu_{n}>\bar{k}\right\} \leq \exp \left\{-\frac{n \delta^{2}}{4}\right\}=(\log N)^{-2^{-6}}
$$

On the other hand, by the normal approximation of binomial distribution ( $\Phi$ being the standard normal distribution function)

$$
\mathbb{P}\left\{\nu_{n} \leq \bar{k}+\delta n\right\} \leq \Phi(4 \delta \sqrt{n})+n^{-1 / 2}=\Phi(\sqrt{\log N})+n^{-1 / 2} .
$$

Under the condition $N_{0} \leq N \leq \sqrt{n}$ this yields, for a large enough $N_{0}$,

$$
\mathbb{P}\left\{\mathcal{F}(0) \subset \hat{\mathcal{F}}_{n}(\delta)\right\} \leq \varepsilon,
$$

and the result follows.

## 5 Examples of Excess Risk Bounds in Prediction Problems

Let $(X, Y)$ be a random couple in $S \times T, T \subset \mathbb{R}$ with distribution $P$. The distribution of $X$ will be denoted by $\Pi$. Assume that the random variable $X$ is "observable" and $Y$ is to be predicted based on an observation of $X$. Let $\ell: T \times \mathbb{R} \mapsto \mathbb{R}$ be a loss function. Given a function $g: S \mapsto \mathbb{R}$, the quantity $(\ell \bullet g)(x, y):=\ell(y, g(x))$ is interpreted as a loss suffered when $g(x)$ is used to predict $y$. The problem of optimal prediction can be viewed as a risk minimization

$$
\mathbb{E} \ell(Y, g(X))=P(\ell \bullet g) \longrightarrow \min , g: S \mapsto \mathbb{R} .
$$

Since the distribution $P$ and the risk function $g \mapsto P(\ell \bullet g)$ are unknown, the risk minimization problem is usually replaced by the empirical risk minimization

$$
P_{n}(\ell \bullet g)=n^{-1} \sum_{j=1}^{n} \ell\left(Y_{j}, g\left(X_{j}\right)\right) \longrightarrow \min , g \in \mathcal{G}
$$

where $\mathcal{G}$ is a given class of functions $g: S \mapsto \mathbb{R}$ and $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$ is a sample of i.i.d. copies of $(X, Y)$ ("training data"). Obviously, this can be viewed as a special case of abstract empirical risk minimization problems discussed in the previous section. In this case, the class $\mathcal{F}$ is the "loss class" $\mathcal{F}:=\{\ell \bullet g: g \in \mathcal{G}\}$ and the goal of this section is to derive excess risk bounds for concrete examples of loss functions and function classes frequently used in Statistics and Learning Theory.

Let $\mu_{x}$ denote a version of conditional distribution of $Y$ given $X=x$. The following representation of the risk holds under very mild regularity assumptions:

$$
P(\ell \bullet g)=\int_{S} \int_{T} \ell(y ; g(x)) \mu_{x}(d y) \Pi(d x)
$$

Given a probability measure $\mu$ on $T$, let

$$
u_{\mu} \in \operatorname{Argmin}_{u \in \overline{\mathbb{R}}} \int_{T} \ell(y ; u) \mu(d y)
$$

Define

$$
g_{*}(x):=u_{\mu_{x}}=\operatorname{argmin}_{u \in \overline{\mathbb{R}}} \int_{T} \ell(y ; u) \mu_{x}(d y) .
$$

Assume that the function $g_{*}$ is well defined and properly measurable. Then, for all $g$, $P(\ell \bullet g) \geq P\left(\ell \bullet g_{*}\right)$ so, $g_{*}$ is a point of global minimum of $P(\ell \bullet g)$.

Let

$$
\hat{g}_{n}:=\operatorname{argmin}_{g \in \mathcal{G}} P_{n}(\ell \bullet g)
$$

be a solution of the corresponding empirical risk minimization problem (for simplicity, assume its existence).

The following assumption on the loss function $\ell$ is often used in the analysis of the problem: there exists a function $D(u, \mu) \geq 0$ such that for all measures $\mu=\mu_{x}, x \in S$

$$
\begin{equation*}
\int_{T}\left(\ell(y, u)-\ell\left(y, u_{\mu}\right)\right)^{2} \mu(d y) \leq D(u, \mu) \int_{T}\left(\ell(y, u)-\ell\left(y, u_{\mu}\right)\right) \mu(d y) \tag{5.1}
\end{equation*}
$$

In the case when the functions in the class $\mathcal{G}$ take their values in the interval $[-M / 2, M / 2]$ and

$$
D\left(u, \mu_{x}\right),|u| \leq M / 2, x \in S
$$

is uniformly bounded by a constant $D>0$, it immediately follows from (5.1) (just by plugging in $u=g(x), \mu=\mu_{x}$ and integrating with respect to $\Pi$.) that, for all $g \in \mathcal{G}$,

$$
\begin{equation*}
P\left(\ell \bullet g-\ell \bullet g_{*}\right)^{2} \leq D P\left(\ell \bullet g-\ell \bullet g_{*}\right) . \tag{5.2}
\end{equation*}
$$

As a consequence, if $g_{*} \in \mathcal{G}$, then the $L_{2}(P)$-diameter of the $\delta$-minimal set of $\mathcal{F}$ is bounded as follows:

$$
D(\mathcal{F} ; \delta) \leq 2(D \delta)^{1 / 2}
$$

Moreover, even if $g_{*} \notin \mathcal{G}$, the condition (4.4) still holds for the loss class $\mathcal{F}$ with $f_{*}=\ell \bullet g_{*}$, providing a link between the excess risk (approximation error) and the variance of the "excess loss" and opening a way for Massart's type penalization methods (see sections 4.1, 6.3). The idea to control variance in terms of expectation has been extensively used in Massart [73] (and even in a much earlier work of Birgé and Massart) as well as in the learning theory literature (Mendelson [76], Bartlett, Jordan and McAuliffe [10], Blanchard, Lugosi and Vayatis [17], Bartlett, Bousquet and Mendelson [7]).

### 5.1 Regression with Quadratic Loss

We start with regression problems with bounded response and with quadratic loss. To be specific, assume that $Y$ takes values in $T=[0,1]$ and $\ell(y, u):=(y-u)^{2}, y \in T, u \in \mathbb{R}$. The minimum of the risk

$$
P(\ell \bullet g)=\mathbb{E}(Y-g(X))^{2}
$$

over the set of all measurable functions $g: S \mapsto \mathbb{R}$ is attained at the regression function

$$
g_{*}(x):=\eta(x):=\mathbb{E}(Y \mid X=x) .
$$

If $\mathcal{G}$ is a class of measurable functions from $S$ into $[0,1]$ such that $g_{*} \in \mathcal{G}$, then it is easy to check that for all $g \in \mathcal{G}$

$$
\mathcal{E}_{P}(\ell \bullet g)=\left\|g-g_{*}\right\|_{L_{2}(\Pi)}^{2} .
$$

In general, the excess risk is given by

$$
\mathcal{E}_{P}(\ell \bullet g)=\left\|g-g_{*}\right\|_{L_{2}(\Pi)}^{2}-\inf _{h \in \mathcal{G}}\left\|h-g_{*}\right\|_{L_{2}(\Pi)}^{2} .
$$

The following lemma provides an easy way to bound the excess risk from below in the case of a convex class $\mathcal{G}$ and $\bar{g}:=\operatorname{argmin}_{g \in \mathcal{G}}\left\|g-g_{*}\right\|_{L_{2}(\Pi)}^{2}$.

Lemma 5.1 If $\mathcal{G}$ is a convex class of functions, then

$$
2 \mathcal{E}_{P}(\ell \bullet g) \geq\|g-\bar{g}\|_{L_{2}(\Pi)}^{2} .
$$

Proof. Note that the identity

$$
\frac{u^{2}+v^{2}}{2}-\left(\frac{u+v}{2}\right)^{2}=\frac{(u-v)^{2}}{4}
$$

implies that

$$
\frac{\left(g-g_{*}\right)^{2}+\left(\bar{g}-g_{*}\right)^{2}}{2}=\left(\frac{g+\bar{g}}{2}-g_{*}\right)^{2}+\frac{(g-\bar{g})^{2}}{4} .
$$

Integrating with respect to $\Pi$ yields

$$
\frac{\left\|g-g_{*}\right\|_{L_{2}(\Pi)}^{2}+\left\|\bar{g}-g_{*}\right\|_{L_{2}(\Pi)}^{2}}{2}=\left\|\frac{g+\bar{g}}{2}-g_{*}\right\|_{L_{2}(\Pi)}^{2}+\frac{\|g-\bar{g}\|_{L_{2}(\Pi)}^{2}}{4} .
$$

Since $\mathcal{G}$ is convex and $g, \bar{g} \in \mathcal{G}$, we have $\frac{g+\bar{g}}{2} \in \mathcal{G}$ and

$$
\left\|\frac{g+\bar{g}}{2}-g_{*}\right\|_{L_{2}(\Pi)}^{2} \geq\left\|\bar{g}-g_{*}\right\|_{L_{2}(\Pi)}^{2} .
$$

Therefore,

$$
\frac{\left\|g-g_{*}\right\|_{L_{2}(\Pi)}^{2}+\left\|\bar{g}-g_{*}\right\|_{L_{2}(\Pi)}^{2} \geq\left\|\bar{g}-g_{*}\right\|_{L_{2}(\Pi)}^{2}+\frac{\|g-\bar{g}\|_{L_{2}(\Pi)}^{2}}{4}, \text {, }, ~=\frac{1}{2}}{2}
$$

implying the result.

As before, we denote $\mathcal{F}:=\{\ell \bullet g: g \in \mathcal{G}\}$. It follows from Lemma 5.1 that

$$
\mathcal{F}(\delta) \subset\left\{\ell \bullet g:\|g-\bar{g}\|_{L_{2}(\Pi)}^{2} \leq 2 \delta\right\}
$$

Also, for all functions $g_{1}, g_{2} \in \mathcal{G}$ and all $x \in S, y \in T$,

$$
\begin{aligned}
& \left|\left(\ell \bullet g_{1}\right)(x, y)-\left(\ell \bullet g_{2}\right)(x, y)\right|=\left|\left(y-g_{1}(x)\right)^{2}-\left(y-g_{2}(x)\right)^{2}\right| \\
& \quad=\left|g_{1}(x)-g_{2}(x)\right|\left|2 y-g_{1}(x)-g_{2}(x)\right| \leq 2\left|g_{1}(x)-g_{2}(x)\right|,
\end{aligned}
$$

which implies

$$
P\left(\ell \bullet g_{1}-\ell \bullet g_{2}\right)^{2} \leq 4\left\|g_{1}-g_{2}\right\|_{L_{2}(\Pi)}^{2}
$$

Hence

$$
D(\delta) \leq 2 \sup \left\{\left\|g_{1}-g_{2}\right\|_{L_{2}(\Pi)}:\left\|g_{1}-\bar{g}\right\|_{L_{2}(\Pi)}^{2} \leq 2 \delta,\left\|g_{2}-\bar{g}\right\|_{L_{2}(\Pi)}^{2} \leq 2 \delta\right\} \leq 4 \sqrt{2} \sqrt{\delta}
$$

In addition, by symmetrization inequality,

$$
\begin{gathered}
\phi_{n}(\delta)=\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\delta)} \leq 2 \mathbb{E}\left\|R_{n}\right\|_{\mathcal{F}^{\prime}(\delta)} \leq \\
2 \mathbb{E} \sup \left\{\left|R_{n}\left(\ell \bullet g_{1}-\ell \bullet g_{2}\right)\right|: g_{1}, g_{2} \in \mathcal{G},\left\|g_{1}-\bar{g}\right\|_{L_{2}(\Pi)}^{2} \leq 2 \delta,\left\|g_{2}-\bar{g}\right\|_{L_{2}(\Pi)}^{2} \leq 2 \delta\right\} \leq \\
4 \mathbb{E} \sup \left\{\left|R_{n}(\ell \bullet g-\ell \bullet \bar{g})\right|: g \in \mathcal{G},\|g-\bar{g}\|_{L_{2}(\Pi)}^{2} \leq 2 \delta\right\},
\end{gathered}
$$

and since $\ell(y, \cdot)$ is Lipschitz with constant 2 on the interval $[0,1]$ one can use the contraction inequality to get

$$
\phi_{n}(\delta) \leq 16 \mathbb{E} \sup \left\{\left|R_{n}(g-\bar{g})\right|: g \in \mathcal{G},\|g-\bar{g}\|_{L_{2}(\Pi)}^{2} \leq 2 \delta\right\}=: \psi_{n}(\delta) .
$$

As a result, we get

$$
\phi_{n}^{b}(\sigma) \leq \psi_{n}^{b}(\sigma)
$$

and

$$
\sqrt{\left(D^{2}\right)^{b}(\sigma)} \leq 4 \sqrt{2}
$$

This yields an upper bound on the quantity $\sigma_{n}^{t}$ involved in Theorem 4.3:

$$
\sigma_{n}^{t} \leq K\left(\psi_{n}^{\sharp}\left(\frac{1}{2 q}\right)+\frac{t}{n}\right) .
$$

Thus, the following statement is a corollary of Theorem 4.3.

Theorem 5.1 Let $\mathcal{G}$ be a convex class of functions from $S$ into $[0,1]$ and let $\hat{g}$ denotes the least square estimator of the regression function

$$
\hat{g}:=\operatorname{argmin}_{g \in \mathcal{G}} n^{-1} \sum_{j=1}^{n}\left(Y_{j}-g\left(X_{j}\right)\right)^{2} .
$$

Then, there exist constants $K>0, C>0$ such that for all $t>0$,

$$
\mathbb{P}\left\{\left\|\hat{g}-g_{*}\right\|_{L_{2}(\Pi)}^{2} \geq \inf _{g \in \mathcal{G}}\left\|g-g_{*}\right\|_{L_{2}(\Pi)}^{2}+K\left(\psi_{n}^{\sharp}\left(\frac{1}{2 q}\right)+\frac{t}{n}\right)\right\} \leq C e^{-t} .
$$

A slightly weaker result holds in the case when the class $\mathcal{G}$ is not necessarily convex. It follows from Lemma 4.1. Note that the condition

$$
4\left(P(\ell \bullet g)-P\left(\ell \bullet g_{*}\right)\right)=4\left\|g-g_{*}\right\|_{L_{2}(\Pi)}^{2}=: \rho_{P}^{2}\left(\ell \bullet g, \ell \bullet g_{*}\right) \geq P\left(\ell \bullet g-\ell \bullet g_{*}\right)^{2}
$$

is satisfied for all functions $g: S \mapsto[0,1]$. Also,

$$
\omega_{n}(\delta)=\mathbb{E} \sup _{4\|g-\bar{g}\|_{L_{2}(\bar{\Pi})}^{2} \leq \delta}\left|\left(P_{n}-P\right)(\ell \bullet g-\ell \bullet \bar{g})\right| \leq \frac{1}{2} \psi_{n}(\delta / 8)
$$

(by symmetrization and contraction inequalities, and by notation).
Therefore, the following result holds.
Theorem 5.2 Let $\mathcal{G}$ be a class of functions from $S$ into $[0,1]$ and let $\hat{g}$ denote the least square estimator of the regression function. Then, there exist constants $K>0, C>0$ such that for all $t>0$,

$$
\mathbb{P}\left\{\left\|\hat{g}-g_{*}\right\|_{L_{2}(\Pi)}^{2} \geq(1+\varepsilon) \inf _{g \in \mathcal{G}}\left\|g-g_{*}\right\|_{L_{2}(\Pi)}^{2}+\frac{1}{4} \psi_{n}^{\sharp}\left(\frac{\varepsilon}{K}\right)+\frac{K t}{n \varepsilon}\right\} \leq C e^{-t} .
$$

Clearly, these results hold (with different constants) if the functions in $\mathcal{G}$ take their values in an arbitrary bounded interval.

Example 1. Finite dimensional classes. Suppose that $L \subset L_{2}(\Pi)$ is a finite dimensional linear space with $\operatorname{dim}(L)=d<\infty$ and let $\mathcal{G} \subset L$ be a convex class of functions taking values in a bounded interval (for simplicity, $[0,1]$ ). It follows from Proposition 3.2 that

$$
\psi_{n}(\delta) \leq C \sqrt{\frac{d \delta}{n}}
$$

with some constant $C>0$. Hence,

$$
\psi_{n}^{\sharp}\left(\frac{1}{2 q}\right) \leq K \frac{d}{n}
$$

and Theorem 5.1 implies that

$$
\mathbb{P}\left\{\left\|\hat{g}-g_{*}\right\|_{L_{2}(\Pi)}^{2} \geq \inf _{g \in \mathcal{G}}\left\|g-g_{*}\right\|_{L_{2}(\Pi)}^{2}+K\left(\frac{d}{n}+\frac{t}{n}\right)\right\} \leq C e^{-t}
$$

with some constant $K>0$.
Example 2. Reproducing kernel Hilbert spaces (RKHS). Suppose $\mathcal{G}$ is the unit ball in RKHS $\mathcal{H}_{K}$ :

$$
\mathcal{G}:=\left\{h:\|h\|_{\mathcal{H}_{K}} \leq 1\right\} .
$$

Denote $\left\{\lambda_{k}\right\}$ the eigenvalues of the integral operator from $L_{2}(\Pi)$ into $L_{2}(\Pi)$ with kernel $K$. Then Proposition 3.3 implies that

$$
\psi_{n}(\delta) \leq C\left(n^{-1} \sum_{j=1}^{\infty}\left(\lambda_{j} \wedge \delta\right)\right)^{1 / 2}
$$

The function

$$
\delta \mapsto\left(n^{-1} \sum_{j=1}^{\infty}\left(\lambda_{j} \wedge \delta\right)\right)^{1 / 2}=: \gamma_{n}(\delta)
$$

is strictly convex and, as a result,

$$
\gamma_{n}^{b}(\delta)=\frac{\gamma_{n}(\delta)}{\delta}
$$

is strictly decreasing. By a simple computation, Theorem 5.1 yields

$$
\mathbb{P}\left\{\left\|\hat{g}-g_{*}\right\|_{L_{2}(\Pi)}^{2} \geq \inf _{g \in \mathcal{G}}\left\|g-g_{*}\right\|_{L_{2}(\Pi)}^{2}+K\left(\gamma_{n}^{\sharp}(1)+\frac{t}{n}\right)\right\} \leq C e^{-t}
$$

with some constant $K>0$.
Example 3. VC-subgraph classes. Suppose that $\mathcal{G}$ is a VC-subgraph class of functions $g: S \mapsto[0,1]$ of VC-dimension $V$. Then the function $\psi_{n}(\delta)$ can be upper bounded using (3.13):

$$
\psi_{n}(\delta) \leq C\left[\sqrt{\frac{V \delta}{n} \log \frac{1}{\delta}} \bigvee \frac{V}{n} \log \frac{1}{\delta}\right]
$$

Therefore

$$
\psi_{n}^{\sharp}(\varepsilon) \leq \frac{C V}{n \varepsilon^{2}} \log \frac{n \varepsilon^{2}}{V}
$$

Theorem 5.2 implies

$$
\mathbb{P}\left\{\left\|\hat{g}-g_{*}\right\|_{L_{2}(\Pi)}^{2} \geq(1+\varepsilon) \inf _{g \in \mathcal{G}}\left\|g-g_{*}\right\|_{L_{2}(\Pi)}^{2}+K\left(\frac{V}{n \varepsilon^{2}} \log \frac{n \varepsilon^{2}}{V}+\frac{t}{n \varepsilon}\right)\right\} \leq C e^{-t}
$$

Example 4. Entropy conditions. In the case when the entropy of the class $\mathcal{G}$ (random, uniform, bracketing, etc.) is bounded by $O\left(\varepsilon^{-2 \rho}\right)$ for some $\rho \in(0,1)$, we typically have

$$
\psi_{n}^{\sharp}(\varepsilon)=O\left(n^{-1 /(1+\rho)}\right) .
$$

For instance, if (3.14) holds, then it follows from (3.15) (with $F \equiv U=1$ for simplicity) that

$$
\psi_{n}(\delta) \leq K\left(\frac{A^{\rho}}{\sqrt{n}} \delta^{(1-\rho) / 2} \bigvee \frac{A^{2 \rho /(\rho+1)}}{n^{1 /(1+\rho)}}\right)
$$

Therefore,

$$
\psi_{n}^{\sharp}(\varepsilon) \leq \frac{C A^{2 \rho /(1+\rho)}}{\left(n \varepsilon^{2}\right)^{1 /(1+\rho)}} .
$$

In this case Theorem 5.2 gives the bound

$$
\mathbb{P}\left\{\left\|\hat{g}-g_{*}\right\|_{L_{2}(\Pi)}^{2} \geq(1+\varepsilon) \inf _{g \in \mathcal{G}}\left\|g-g_{*}\right\|_{L_{2}(\Pi)}^{2}+K\left(\frac{A^{2 \rho /(1+\rho)}}{\left(n \varepsilon^{2}\right)^{1 /(1+\rho)}}+\frac{t}{n \varepsilon}\right)\right\} \leq C e^{-t} .
$$

Example 5. Convex hulls. If

$$
\mathcal{G}:=\operatorname{conv}(\mathcal{H}):=\left\{\sum_{j} \lambda_{j} h_{j}: \sum_{j}\left|\lambda_{j}\right| \leq 1, h_{j} \in \mathcal{H}\right\}
$$

is the symmetric convex hull of a given VC-type class $\mathcal{H}$ of measurable functions from $S$ into $[0,1]$, then the condition of the previous example is satisfied with $\rho:=\frac{V}{V+2}$. This yields

$$
\psi_{n}^{\sharp}(\varepsilon) \leq\left(\frac{K(V)}{n \varepsilon^{2}}\right)^{\frac{1}{2} \frac{2+V}{1+V}}
$$

and Theorem 5.1 yields

$$
\mathbb{P}\left\{\left\|\hat{g}-g_{*}\right\|_{L_{2}(\Pi)}^{2} \geq \inf _{g \in \mathcal{G}}\left\|g-g_{*}\right\|_{L_{2}(\Pi)}^{2}+K\left(\left(\frac{1}{n}\right)^{\frac{1}{2} \frac{2+V}{1+V}}+\frac{t}{n}\right)\right\} \leq C e^{-t}
$$

with some constant $K>0$ depending on $V$.

### 5.2 Empirical Risk Minimization with Convex Loss

A standard assumption on the loss function $\ell$ that makes the empirical risk minimization problem computationally tractable is that $\ell(y, \cdot)$ is a convex function for all $y \in T$. Assuming, in addition, that $\mathcal{G}$ is a convex class of functions, the convexity of the loss implies that the empirical risk $\mathcal{G} \ni g \mapsto P_{n}(\ell \bullet g)$ is a convex functional and the empirical risk minimization is a convex minimization problem. We will call the problems of this type convex risk minimization. The least squares and the $L_{1}$-regression as well as some of the methods of large margin classification (such as boosting) are examples of convex risk minimization.

The convexity assumption also simplifies the analysis of empirical risk minimization problems. In particular, it makes easier proving the existence of the minimal point $g_{*}$, checking condition (5.1), etc.. In this section, we extend the results for $L_{2}$-regression to this more general framework.

Assume the functions in $\mathcal{G}$ take their values in $[-M / 2, M / 2]$. We will need the following assumptions on the loss function $\ell: \ell$ satisfies the Lipschitz condition with some $L>0$

$$
\begin{equation*}
\forall y \in T \forall u, v \in[-M / 2, M / 2]|\ell(y, u)-\ell(y, v)| \leq L|u-v| \tag{5.3}
\end{equation*}
$$

and also the following assumption on convexity modulus of $\ell$ holds with some $\Lambda>0$ :

$$
\begin{equation*}
\forall y \in T \forall u, v \in[-M / 2, M / 2] \frac{\ell(y, u)+\ell(y, v)}{2}-\ell\left(y ; \frac{u+v}{2}\right) \geq \Lambda|u-v|^{2} . \tag{5.4}
\end{equation*}
$$

Note that, if $g_{*}$ is bounded by $M / 2$, conditions (5.3) and (5.4) imply (5.1) with $D(u, \mu) \leq \frac{L^{2}}{2 \Lambda}$. To see this, it is enough to use (5.4) with $v=u_{\mu}, \mu=\mu_{x}$ and to integrate it with respect to $\mu$ to get, for the function $L(u):=\int_{T} \ell(y, u) \mu(d y)$, (note that the minimum of $L$ is attained at $u_{\mu}$ )

$$
\frac{L(u)-L\left(u_{\mu}\right)}{2}=\frac{L(u)+L\left(u_{\mu}\right)}{2}-L\left(u_{\mu}\right) \geq \frac{L(u)+L\left(u_{\mu}\right)}{2}-L\left(\frac{u+u_{\mu}}{2}\right) \geq \Lambda\left|u-u_{\mu}\right|^{2}
$$

and then to use the Lipschitz condition to get

$$
\int_{T}\left|\ell(y, u)-\ell\left(y, u_{\mu}\right)\right|^{2} \mu(d y) \leq L^{2}\left|u-u_{\mu}\right|^{2} .
$$

This nice and simple trick, based on strict convexity, has been used repeatedly in the theory (see, for instance, Bartlett, Jordan and McAuliffe [10]). We will use it in the proof of Theorem 5.3.

Theorem 5.3 Suppose that $\mathcal{G}$ is a convex class of functions taking values in $[-M / 2, M / 2]$.
Assume that the minimum of $P(\ell \bullet g)$ over $\mathcal{G}$ is attained at $\bar{g} \in \mathcal{G}$ and

$$
\omega_{n}(\delta):=\mathbb{E} \sup _{g \in \mathcal{G},\|g-\bar{g}\|_{L_{2}(\Pi)}^{2} \leq \delta}\left|R_{n}(g-\bar{g})\right| .
$$

Denote

$$
\hat{g}:=\operatorname{argmin}_{g \in \mathcal{G}} P_{n}(\ell \bullet g) .
$$

Then there exist constants $K>0, C>0, c>0$ such that

$$
\mathbb{P}\left\{P(\ell \bullet \hat{g}) \geq \inf _{g \in \mathcal{G}} P(\ell \bullet g)+K\left(\Lambda \omega_{n}^{\sharp}\left(\frac{c \Lambda}{L}\right)+\frac{L^{2}}{\Lambda} \frac{t}{n}\right)\right\} \leq C e^{-t}, t>0 .
$$

Proof. Note that by Lipschitz condition (5.3), for all $g_{1}, g_{2} \in \mathcal{G}$,

$$
P\left|\ell \bullet g_{1}-\ell \bullet g_{2}\right|^{2} \leq L^{2}\left\|g_{1}-g_{2}\right\|_{L_{2}(\Pi)}^{2} .
$$

On the other hand, by (5.4), for all $g \in \mathcal{G}, x \in S, y \in T$,

$$
\frac{\ell(y, g(x))+\ell(y, \bar{g}(x))}{2} \geq \ell\left(y ; \frac{g(x)+\bar{g}(x)}{2}\right)+\Lambda|g(x)-\bar{g}(x)|^{2} .
$$

Integrating this inequality and observing that $\frac{g+\bar{g}}{2} \in \mathcal{G}$ and hence

$$
P\left(\ell \bullet\left(\frac{g+\bar{g}}{2}\right)\right) \geq P(\ell \bullet \bar{g}),
$$

yields

$$
\frac{P(\ell \bullet g)+P(\ell \bullet \bar{g})}{2} \geq P(\ell \bullet \bar{g})+\Lambda \Pi|g-\bar{g}|^{2},
$$

or

$$
P(\ell \bullet g)-P(\ell \bullet \bar{g}) \geq 2 \Lambda \Pi|g-\bar{g}|^{2}
$$

For the loss class $\mathcal{F}=\{\ell \bullet g: g \in \mathcal{G}\}$, this gives the following upper bound on the $L_{2}(P)$ diameter of the $\delta$-minimal set $\mathcal{F}(\delta): D^{2}(\delta) \leq \frac{2 \delta}{\Lambda}$. By symmetrization and contraction inequalities, it is easy to bound

$$
\phi_{n}(\delta)=\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\delta)}
$$

in terms of $\omega_{n}(\delta)$ :

$$
\phi_{n}(\delta) \leq C L \omega_{n}\left(\frac{\delta}{2 \Lambda}\right) .
$$

By a simple computation, the quantity $\sigma_{n}^{t}$ used in Theorem 4.3 is bounded as follows:

$$
\sigma_{n}^{t} \leq K\left(\Lambda \omega_{n}^{\sharp}\left(\frac{c \Lambda}{L}\right)+\frac{L^{2}}{\Lambda} \frac{t}{n}\right) .
$$

Under the additional assumption that $\ell$ is uniformly bounded by 1 in $T \times[-M / 2, M / 2]$, Theorem 4.3 implies the result. To get rid of the extra assumption, suppose that $\ell$ is uniformly bounded by $D$ on $T \times[-M / 2, M / 2]$. Then the result holds for the loss function $\ell / D$. For this loss function, $L$ and $\Lambda$ are replaced by $L / D$ and $\Lambda / D$, and the expression

$$
\Lambda \omega_{n}^{\sharp}\left(\frac{c \Lambda}{L}\right)+\frac{L^{2}}{\Lambda} \frac{t}{n}
$$

becomes

$$
\Lambda / D \omega_{n}^{\sharp}\left(\frac{c \Lambda / D}{L / D}\right)+\frac{L^{2} / D^{2}}{\Lambda / D} \frac{t}{n}=\frac{1}{D}\left(\Lambda \omega_{n}^{\sharp}\left(\frac{c \Lambda}{L}\right)+\frac{L^{2}}{\Lambda} \frac{t}{n}\right),
$$

so the result follows by rescaling.

As an example, consider the case when $\mathcal{G}:=M \operatorname{conv}(\mathcal{H})$, where $\mathcal{H}$ is a base class of functions from $S$ into $[-1 / 2,1 / 2]$. There are many powerful functional gradient descent type algorithms (such as boosting) that provide an implementation of convex empirical risk minimization over a convex hull or a linear span of a given base class. Assume that condition (3.12) holds for the class $\mathcal{H}$ with some $V>0$, i.e., $\mathcal{H}$ is a VC-type class. Define

$$
\pi_{n}(M, L, \Lambda ; t):=K\left[\Lambda M^{V /(V+1)}\left(\frac{L}{\Lambda} \bigvee 1\right)^{(V+2) /(V+1)} n^{-\frac{1}{2} \frac{V+2}{V+1}}+\frac{L^{2}}{\Lambda} \frac{t}{n}\right]
$$

with a numerical constant $K$. The next result is a slightly generalized version of a theorem due to Bartlett, Jordan and McAuliffe [10].

Theorem 5.4 Under the conditions (5.3) and (5.4),

$$
\mathbb{P}\left\{P\left(\ell \bullet \hat{g}_{n}\right) \geq \min _{g \in \mathcal{G}} P(\ell \bullet g)+\pi_{n}(M, L, \Lambda ; t)\right\} \leq C e^{-t}
$$

Proof. To apply Theorem 5.3, it is enough to bound the function $\omega_{n}$. Since $\mathcal{G}:=$ $M \operatorname{conv}(\mathcal{H})$, where $\mathcal{H}$ is a VC-type class of functions from $S$ into [ $-1 / 2,1 / 2$ ], condition (3.12) holds for $\mathcal{H}$ with envelope $F \equiv 1$ (see Theorem 3.12). Together with (3.15), this gives

$$
\omega_{n}(\delta) \leq C\left[\frac{M^{\rho}}{\sqrt{n}} \delta^{(1-\rho) / 2} \bigvee \frac{M^{2 \rho /(\rho+1)}}{n^{1 /(1+\rho)}}\right]
$$

with $\rho:=\frac{V}{V+2}$. Hence,

$$
\omega_{n}^{\sharp}(\varepsilon) \leq C \frac{M^{2 \rho /(1+\rho)}}{n^{1 /(1+\rho)}} \varepsilon^{-2 /(1+\rho)}
$$

for $\varepsilon \leq 1$. If $\ell(y, \cdot)$ is bounded by 1 in $T \times[-M / 2, M / 2]$, then Theorem 5.3 yields

$$
\mathbb{P}\left\{P(\ell \bullet \hat{g}) \geq \min _{g \in \mathcal{G}} P(\ell \bullet g)+\pi_{n}(M, L, \Lambda ; t)\right\} \leq C e^{-t}
$$

To remove the assumption that $\ell$ is bounded by 1 , one should use the same rescaling argument as in the proof of Theorem 5.3.

### 5.3 Binary Classification Problems

Binary classification is a prediction problem with $T=\{-1,1\}$ and $\ell(y, u):=I(y \neq$ $u), y, u \in\{-1,1\}$ (binary loss). It is a simple example of risk minimization with a nonconvex loss function.

Measurable functions $g: S \mapsto\{-1,1\}$ are called classifiers. The risk of a classifier $g$ with respect to the binary loss

$$
L(g):=P(\ell \bullet g)=\mathbb{E} I(Y \neq g(X))=\mathbb{P}\{Y \neq g(X)\}
$$

is called the generalization error. It is well known that the minimum of the generalization error over the set of all classifiers is attained at the classifier

$$
g_{*}(x)=\operatorname{sign}(\eta(x)),
$$

where $\eta(x)=\mathbb{E}(Y \mid X=x)$ is the regression function. The function $g_{*}$ is called the Bayes classifier. It is also well known that for all classifiers $g$

$$
\begin{equation*}
L(g)-L\left(g_{*}\right)=\int_{\left\{x: g(x) \neq g_{*}(x)\right\}}|\eta(x)| \Pi(d x) \tag{5.5}
\end{equation*}
$$

(see, e.g., [33]).
Suppose there exists $h \in(0,1]$ such that for all $x \in S$

$$
\begin{equation*}
|\eta(x)| \geq h . \tag{5.6}
\end{equation*}
$$

The parameter $h$ characterizes the level of noise in classification problems: for small values of $h, \eta(x)$ can get close to 0 and, in such cases, correct classification is harder to achieve. The following condition provides a more flexible way to describe the level of the noise:

$$
\begin{equation*}
\Pi\{x:|\eta(x)| \leq t\} \leq C t^{\alpha} \tag{5.7}
\end{equation*}
$$

for some $\alpha>0$. It is often referred to as "Tsybakov's low noise assumption" or "Tsybakov's margin assumption". Classification problems under condition (5.7) have been intensively studied by Mammen and Tsybakov [72] and, especially, by Tsybakov [91]. Condition (5.6) was later suggested by Massart and used in a number of papers (see, e.g., [71]).

Lemma 5.2 Under condition (5.6),

$$
L(g)-L\left(g_{*}\right) \geq h \Pi\left(\left\{x: g(x) \neq g_{*}(x)\right\}\right) .
$$

Under condition (5.7),

$$
L(g)-L\left(g_{*}\right) \geq c \Pi^{\kappa}\left(\left\{x: g(x) \neq g_{*}(x)\right\}\right),
$$

where $\kappa=\frac{1+\alpha}{\alpha}$ and $c>0$ is a constant.
Proof. The first bound follows immediately from formula (5.5). To prove the second bound, use the same formula to get

$$
\begin{gathered}
L(g)-L\left(g_{*}\right) \geq t \Pi\left\{x: g(x) \neq g_{*}(x),|\eta(x)|>t\right\} \geq \\
t \Pi\left\{x: g(x) \neq g_{*}(x)\right\}-t \Pi\{x:|\eta(x)| \leq t\} \geq t \Pi\left\{x: g(x) \neq g_{*}(x)\right\}-C t^{1+\alpha} .
\end{gathered}
$$

It remains to choose in the last bound $t$ that solves the equation

$$
\Pi\left\{x: g(x) \neq g_{*}(x)\right\}=2 C t^{\alpha}
$$

to get the result.

Let $\mathcal{G}$ be a class of binary classifiers. Denote

$$
\hat{g}:=\operatorname{argmin}_{g \in \mathcal{G}} n^{-1} \sum_{j=1}^{n} I\left(Y_{j} \neq g\left(X_{j}\right)\right)
$$

a classifier in $\mathcal{G}$ that minimizes the empirical risk with respect to the binary loss (the training error).

First we obtain upper bounds on the excess risk $L(\hat{g})-L\left(g_{*}\right)$ of $\hat{g}$ in terms of random shattering numbers

$$
\Delta^{\mathcal{G}}\left(X_{1}, \ldots, X_{n}\right):=\operatorname{card}\left\{\left(g\left(X_{1}\right), \ldots, g\left(X_{n}\right)\right): g \in \mathcal{G}\right\}
$$

and parameter $h$ involved in condition (5.6).
Theorem 5.5 Suppose condition (5.6) holds with some $h \in(0,1]$. If $g_{*} \in \mathcal{G}$, then

$$
\mathbb{P}\left\{L(\hat{g})-L\left(g_{*}\right) \geq K\left(\frac{\mathbb{E} \log \Delta^{\mathcal{G}}\left(X_{1}, \ldots, X_{n}\right)}{n h}+\frac{t}{n h}\right)\right\} \leq C e^{-t}
$$

with some constants $K, C>0$. In the general case, when $g_{*}$ does not necessarily belong to $\mathcal{G}$, the following bound holds for all $\varepsilon \in(0,1)$ :
$\mathbb{P}\left\{L(\hat{g})-L\left(g_{*}\right) \geq(1+\varepsilon)\left(\inf _{g \in \mathcal{G}} L(g)-L\left(g_{*}\right)\right)+K\left(\frac{\mathbb{E} \log \Delta^{\mathcal{G}}\left(X_{1}, \ldots, X_{n}\right)}{n h \varepsilon^{2}}+\frac{t}{n h \varepsilon}\right)\right\} \leq C e^{-t}$

Proof. Note that

$$
\left|(\ell \bullet g)(x, y)-\left(\ell \bullet g_{*}\right)(x, y)\right|=I\left(g(x) \neq g_{*}(x)\right),
$$

which implies

$$
\left\|\ell \bullet g-\ell \bullet g_{*}\right\|_{L_{2}(P)}^{2}=P\left|(\ell \bullet g)-\left(\ell \bullet g_{*}\right)\right|^{2}=\Pi\left\{x: g(x) \neq g_{*}(x)\right\} .
$$

As always, denote $\mathcal{F}:=\{\ell \bullet g: g \in \mathcal{G}\}$. Under the assumption $g_{*} \in \mathcal{G}$, the first inequality of Lemma 5.2 implies that

$$
\mathcal{F}(\delta)=\left\{\ell \bullet g: \mathcal{E}(\ell \bullet g)=L(g)-L\left(g_{*}\right) \leq \delta\right\} \subset\left\{\ell \bullet g:\left\|\ell \bullet g-\ell \bullet g_{*}\right\|_{L_{2}(P)} \leq \sqrt{\frac{\delta}{h}}\right\},
$$

so the $L_{2}(P)$-diameter $D(\delta)$ of the class $\mathcal{F}(\delta)$ satisfies $D(\delta) \leq 2 \sqrt{\frac{\delta}{h}}$. Next we have

$$
\phi_{n}(\delta)=\mathbb{E}\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}(\delta)} \leq 2 \mathbb{E} \sup _{g \in \mathcal{G}, \Pi\left(\left\{g \neq g_{*}\right\}\right) \leq \delta / h}\left|\left(P_{n}-P\right)\left(\ell \bullet g-\ell \bullet g_{*}\right)\right| .
$$

Denote

$$
\mathcal{D}:=\{\{(x, y): y \neq g(x)\}: g \in \mathcal{G}\} \text { and } D_{*}:=\left\{(x, y): y \neq g_{*}(x)\right\} .
$$

It is easy to check that for

$$
D_{1}:=\left\{(x, y): y \neq g_{1}(x)\right\}, \quad D_{2}:=\left\{(x, y): y \neq g_{2}(x)\right\},
$$

we have

$$
\Pi\left(\left\{g_{1} \neq g_{2}\right\}\right)=P\left(D_{1} \triangle D_{2}\right) .
$$

From the last bound on $\phi_{n}(\delta)$, one can obtain that
$\phi_{n}(\delta) \leq 2 \mathbb{E} \sup _{D \in \mathcal{D}, P\left(D \triangle D_{*}\right) \leq \delta / h}\left|\left(P_{n}-P\right)\left(D \backslash D_{*}\right)\right|+2 \mathbb{E} \sup _{D \in \mathcal{D}, P\left(D \triangle D_{*}\right) \leq \delta / h}\left|\left(P_{n}-P\right)\left(D_{*} \backslash D\right)\right|$.
Theorem 3.8 yields
$\phi_{n}(\delta) \leq K\left[\sqrt{\frac{\delta}{h}} \sqrt{\frac{\mathbb{E} \log \Delta^{\mathcal{D}}\left(\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)\right)}{n}} \bigvee \frac{\mathbb{E} \log \Delta^{\mathcal{D}}\left(\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)\right)}{n}\right]$
with some constant $K>0$. Also, it is easy to observe that

$$
\Delta^{\mathcal{D}}\left(\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)\right)=\Delta^{\mathcal{G}}\left(X_{1}, \ldots, X_{n}\right)
$$

which gives the bound

$$
\phi_{n}(\delta) \leq K\left[\sqrt{\frac{\delta}{h}} \sqrt{\frac{\mathbb{E} \log \Delta^{\mathcal{G}}\left(X_{1}, \ldots, X_{n}\right)}{n}} \bigvee \frac{\mathbb{E} \log \Delta^{\mathcal{G}}\left(X_{1}, \ldots, X_{n}\right)}{n}\right]
$$

The bounds on $\phi_{n}(\delta)$ and $D(\delta)$ provide a way to control the quantity $\sigma_{n}^{t}$ involved in Theorem 4.3:

$$
\sigma_{n}^{t} \leq K\left[\frac{\mathbb{E} \log \Delta^{\mathcal{G}}\left(X_{1}, \ldots, X_{n}\right)}{n h}+\frac{t}{n h}\right]
$$

with some constant $K>0$, which implies the first bound of the theorem.
The proof of the second bound follows the same lines and it is based on Lemma 4.1.

The next theorem provides bounds on excess risk in terms of shattering numbers under Tsybakov's condition (5.7). We skip the proof which is similar.

Theorem 5.6 Suppose condition (5.7) holds with some $\alpha>0$. Let $\kappa:=\frac{1+\alpha}{\alpha}$. If $g_{*} \in \mathcal{G}$, then

$$
\mathbb{P}\left\{L(\hat{g})-L\left(g_{*}\right) \geq K\left(\left(\frac{\mathbb{E} \log \Delta^{\mathcal{G}}\left(X_{1}, \ldots, X_{n}\right)}{n}\right)^{\kappa /(2 \kappa-1)}+\left(\frac{t}{n}\right)^{\kappa /(2 \kappa-1)}\right)\right\} \leq C e^{-t}
$$

with some constants $K, C>0$.

We will also mention the following result in spirit of Tsybakov [91].

Theorem 5.7 Suppose, for some $A>0, \rho \in(0,1)$

$$
\begin{equation*}
\log N\left(\mathcal{G} ; L_{2}\left(P_{n}\right) ; \varepsilon\right) \leq\left(\frac{A}{\varepsilon}\right)^{2 \rho} \tag{5.8}
\end{equation*}
$$

and condition (5.7) holds with some $\alpha>0$. Let $\kappa:=\frac{1+\alpha}{\alpha}$. If $g_{*} \in \mathcal{G}$, then

$$
\mathbb{P}\left\{L(\hat{g})-L\left(g_{*}\right) \geq K\left(\left(\frac{1}{n}\right)^{\kappa /(2 \kappa+\rho-1)}+\left(\frac{t}{n}\right)^{\kappa /(2 \kappa-1)}\right)\right\} \leq C e^{-t}
$$

with some constant $K, C>0$ depending on $A$.
The proof is very similar to the proofs of the previous results except that now (3.15) is used to bound the empirical process. One can also use other notions of entropy such as entropy with bracketing and obtain very similar results.

We conclude this section with a theorem by Giné and Koltchinskii [50] that refines an earlier result by Massart and Nedelec [71]. To formulate it, let

$$
\mathcal{C}:=\{\{g=1\}: g \in \mathcal{G}\}, \quad C_{*}:=\left\{g_{*}=1\right\}
$$

and define the following local version of Alexander's capacity function of the class $\mathcal{C}$ (see [2]):

$$
\tau(\delta):=\frac{\Pi\left(\bigcup_{C \in \mathcal{C}, \Pi\left(C \Delta C_{*}\right) \leq \delta}\left(C \triangle C_{*}\right)\right)}{\delta}
$$

Theorem 5.8 Suppose condition (5.6) holds with some $h \in(0,1]$. Suppose also that $\mathcal{C}$ is a $V C$-class of $V C$-dimension $V$. If $g_{*} \in \mathcal{G}$, then

$$
\mathbb{P}\left\{L(\hat{g})-L\left(g_{*}\right) \geq K\left(\frac{V}{n h} \log \tau\left(\frac{V}{n h^{2}}\right)+\frac{t}{n h}\right)\right\} \leq C e^{-t}
$$

with some constants $K, C>0$. In the general case, when $g_{*}$ does not necessarily belong to $\mathcal{G}$, the following bound holds for all $\varepsilon \in(0,1)$ :
$\mathbb{P}\left\{L(\hat{g})-L\left(g_{*}\right) \geq(1+\varepsilon)\left(\inf _{g \in \mathcal{G}} L(g)-L\left(g_{*}\right)\right)+K\left(\frac{V}{n h \varepsilon^{2}} \log \tau\left(\frac{V}{n h^{2} \varepsilon^{2}}\right)+\frac{t}{n h \varepsilon}\right)\right\} \leq C e^{-t}$.
Proof (sketch). The proof relies on bound (3.13). For instance, to prove the second inequality this bound is used to control

$$
\omega_{n}(\delta)=\mathbb{E} \sup _{g \in \mathcal{G},\|\ell \bullet g-\ell \bullet \bar{g}\|_{L_{2}(P)}^{2} \leq \delta}\left|\left(P_{n}-P\right)(\ell \bullet g-\ell \bullet \bar{g})\right|,
$$

where $\bar{g}$ is a minimal point of $P(\ell \bullet g)$ on $\mathcal{G}$. To use (3.13) one has to find the envelope

$$
F_{\delta}(x, y):=\sup _{g \in \mathcal{G},\|\bullet g-\ell \bullet \bar{g}\|_{L_{2}(P)}^{2} \leq \delta}|\ell \bullet g(x, y)-\ell \bullet \bar{g}(x, y)| .
$$

Easy computations show that

$$
\left\|F_{\delta}\right\|_{L_{2}(\Pi)}=2 \sqrt{\delta \tau(\delta)}
$$

and an application of (3.13) yields

$$
\omega_{n}(\delta) \leq K\left[\sqrt{\frac{V \delta}{n} \log \tau(\delta)} \bigvee \frac{V}{n} \log \tau(\delta)\right]
$$

with some constant $K$. This implies that, for all $\varepsilon \in(0,1)$,

$$
\omega_{n}^{\sharp}(\varepsilon) \leq K \frac{V}{n \varepsilon^{2}} \log \tau\left(\frac{V}{n \varepsilon^{2}}\right)
$$

with some constant $K>0$. Now we can use Lemma 4.1 to complete the proof of the second bound of the theorem (condition (4.4) of this lemma holds with $D=\frac{1}{h}$ ).

A straightforward upper bound on the capacity function $\tau(\delta) \leq \frac{1}{\delta}$ leads to the result of Massart and Nedelec [71] in which the main part of the error term is $\frac{V}{n h} \log \left(\frac{n h^{2}}{V}\right)$. However, it is easy to find examples in which the capacity $\tau(\delta)$ is uniformly bounded. For instance, suppose that $S=[0,1]^{d}, \Pi$ is the Lebesgue measure on $S, \mathcal{C}$ is a VC-class of convex sets, $C_{*} \in \mathcal{C}$ and $\Pi\left(C_{*}\right)>0$. Suppose also that with some constant $L>0$

$$
L^{-1} h\left(C, C_{*}\right) \leq \Pi\left(C \triangle C_{*}\right) \leq \operatorname{Lh}\left(C, C_{*}\right), C \in \mathcal{C},
$$

where $h$ is Hausdorff distance. Then the boundedness of $\tau$ easily follows. In such cases, the main part of the error is of the order $\frac{V}{n h}$ (without a logarithmic factor).

## 6 Penalized Empirical Risk Minimization and Model Selection Problems

Let $\mathcal{F}$ be a class of measurable functions on $(S, \mathcal{A})$ and let $\left\{\mathcal{F}_{k}: k \geq 1\right\}$ be a family of its subclasses $\mathcal{F}_{k} \subset \mathcal{F}, k \geq 1$. The subclasses $\mathcal{F}_{k}$ will be used to approximate a solution of the problem of risk minimization (1.1) over a large class $\mathcal{F}$ by a family of solutions of "smaller" empirical risk minimization problems

$$
\hat{f}_{k}:=\hat{f}_{n, k}:=\operatorname{argmin}_{f \in \mathcal{F}_{k}} P_{n} f .
$$

For simplicity, we assume that the solutions $\left\{\hat{f}_{n, k}\right\}$ exist.
In what follows, we call $\mathcal{E}_{P}(\mathcal{F} ; f)=P f-\inf _{f \in \mathcal{F}} P f$ the global excess risk of $f \in \mathcal{F}$. Given $k \geq 1$, we call $\mathcal{E}_{P}(\mathcal{F} ; f)=P f-\inf _{f \in \mathcal{F}} P f$ the local excess risk of $f \in \mathcal{F}_{k}$.

Usually, the classes $\mathcal{F}_{k}, k \geq 1$ represent losses associated with different statistical models and the problem is to use the estimators $\left\{\hat{f}_{n, k}\right\}$ to construct a function $\hat{f} \in \mathcal{F}$ (for instance, to choose one of the estimators $\hat{f}_{n, k}$ ) with a small value of the global excess risk $\mathcal{E}_{P}(\mathcal{F} ; \hat{f})$. To be more precise, suppose that there exists an index $k(P)$ such that $\inf _{\mathcal{F}_{k(P)}} P f=\inf _{\mathcal{F}} P f$. In other words, the risk minimizer over the whole class $\mathcal{F}$
belongs to a subclass $\mathcal{F}_{k(P)}$. A statistician does not know the distribution $P$ and, hence, the index $k(P)$ of the correct model. Let $\tilde{\delta}_{n}(k)$ be an upper bound on the local excess risk $\mathcal{E}_{P}\left(\mathcal{F}_{k} ; \hat{f}_{n, k}\right)$ of $\hat{f}_{n, k}$ that provides an "optimal", or just a "desirable" accuracy of solution of empirical risk minimization problem on the class $\mathcal{F}_{k}$. If there were an oracle who could tell the statistician that $k(P)=100$ is the correct index of the model, then the risk minimization problem could be solved with an accuracy at least $\tilde{\delta}_{n}(100)$. The model selection problem deals with constructing a data dependent index $\hat{k}=\hat{k}\left(X_{1}, \ldots, X_{n}\right)$ of the model such that the excess risk of $\hat{f}:=\hat{f}_{n, \hat{k}}$ is within a constant from $\tilde{\delta}_{n}(k(P))$ with a high probability. More generally, in the case when the global minimum of the risk $P f, f \in \mathcal{F}$ is not attained in any of the classes $\mathcal{F}_{k}$, one can still try to show that with a high probability

$$
\mathcal{E}_{P}(\mathcal{F} ; \hat{f}) \leq C \inf _{k}\left[\inf _{\mathcal{F}_{k}} P f-P f_{*}+\tilde{\pi}_{n}(k)\right]
$$

where

$$
f_{*}:=\operatorname{argmin}_{f \in \mathcal{F}} P f
$$

For simplicity, assume the existence of a function $f_{*} \in \mathcal{F}$ at which the global minimum of the risk $P f, f \in \mathcal{F}$ is attained. The quantities $\tilde{\pi}_{n}(k)$ involved in the above bound are "ideal" distribution dependent complexity penalties associated with risk minimization over $\mathcal{F}_{k}$ and $C$ is a constant (preferably, $C=1$ or at least close to 1 ). The inequalities that express such a property are often called oracle inequalities.

Among the most popular approaches to model selection are penalization methods, in which $\hat{k}$ is defined as a solution of the following minimization problem

$$
\begin{equation*}
\hat{k}:=\operatorname{argmin}_{k \geq 1}\left\{P_{n} \hat{f}_{k}+\hat{\pi}_{n}(k)\right\} \tag{6.1}
\end{equation*}
$$

where $\hat{\pi}_{n}(k)$ is a complexity penalty (generally, data dependent) associated with the class (the model) $\mathcal{F}_{k}$. In other words, instead of minimizing the empirical risk on the whole class $\mathcal{F}$ we now minimize a penalized empirical risk.

We discuss below penalization strategies with the penalties based on data dependent bounds on excess risk developed in the previous sections. Penalization methods have been widely used in a variety of statistical problems, in particular, in nonparametric regression. At the same time, there are difficulties in extending penalization method of model selection to some other problems, such as nonparametric classification.

To provide some motivation for the approach discussed below, note that ideally one would want to find $\hat{k}$ by minimizing the global excess risk $\mathcal{E}_{P}\left(\mathcal{F} ; \hat{f}_{n, k}\right)$ of the solutions of ERM problems with respect to $k$. This is impossible without the help of the oracle.

Instead, data dependent upper confidence bounds on the excess risk have to be developed. The following trivial representation (that plays the role of "bias-variance decomposition ")

$$
\mathcal{E}_{P}\left(\mathcal{F} ; \hat{f}_{n, k}\right)=\inf _{\mathcal{F}_{k}} P f-P f_{*}+\mathcal{E}_{P}\left(\mathcal{F}_{k} ; \hat{f}_{n, k}\right)
$$

shows that a part of the problem is to come up with data dependent upper bounds on the local excess risk $\mathcal{E}_{P}\left(\mathcal{F}_{k} ; \hat{f}_{n, k}\right)$. This was precisely the question studied in the previous sections. Another part of the problem is to bound $\inf _{\mathcal{F}_{k}} P f-P f_{*}$ in terms of $\inf _{\mathcal{F}_{k}} P_{n} f-P_{n} f_{*}$, which is what will be done in Lemma 6.3 below. Combining these two bounds provides an upper bound on the global excess risk that can be now minimized with respect to $k$ (the term $P_{n} f_{*}$ can be dropped since it does not depend on $k$ ).

Suppose that for each class $\mathcal{F}_{k}$, the function $U_{n}(\cdot)=U_{n, k}(\cdot)$ is given (it was defined in Section 4.1 in terms of sequences $\left\{\delta_{j}\right\}$ \{ $\left.t_{j}\right\}$ that, in this case, might also depend on $k)$. In what follows, we will assume that, for each $k \geq 1,\left(\bar{\delta}_{n}(k), \hat{\delta}_{n}(k), \tilde{\delta}_{n}(k)\right)$ is a triple bound on the excess risk for the class $\mathcal{F}_{k}$ of confidence level $1-p_{k}$ (see Definition 4.1). Suppose $p:=\sum_{k=1}^{\infty} p_{k}<1$. Then, there exists an event $E$ of probability at least $1-p$ such that on this event the following properties hold for all $k \geq 1$ :
(i) $U_{n, k}^{\sharp}\left(\frac{1}{2}\right) \leq \bar{\delta}_{n}(k) \leq \hat{\delta}_{n}(k) \leq \tilde{\delta}_{n}(k)$;
(ii) $\mathcal{E}\left(\mathcal{F}_{k}, \hat{f}_{n, k}\right) \leq \bar{\delta}_{n}(k)$;
(iii) for all $f \in \mathcal{F}_{k}$,

$$
\mathcal{E}_{P}\left(\mathcal{F}_{k}, f\right) \leq 2 \mathcal{E}_{P_{n}}\left(\mathcal{F}_{k} ; f\right) \vee \bar{\delta}_{n}(k)
$$

and

$$
\mathcal{E}_{P_{n}}\left(\mathcal{F}_{k} ; f\right) \leq \frac{3}{2}\left(\mathcal{E}_{P}\left(\mathcal{F}_{k} ; f\right) \vee \bar{\delta}_{n}(k)\right) ;
$$

(iv) for all $\delta \geq \bar{\delta}_{n}(k)$,

$$
\left\|P_{n}-P\right\|_{\mathcal{F}_{k}^{\prime}(\delta)} \leq U_{n, k}(\delta) .
$$

In the next sections, we study several special cases of general penalized empirical risk minimization problem in which it will be possible to prove oracle inequalities.

### 6.1 Penalization in Monotone Families $\mathcal{F}_{k}$

In this section, we make a simplifying assumption that $\left\{\mathcal{F}_{k}\right\}$ is a monotone family, i.e., $\mathcal{F}_{k} \subset \mathcal{F}_{k+1}, k \geq 1$. Let

$$
\mathcal{F}:=\bigcup_{j \geq 1} \mathcal{F}_{j} .
$$

Define

$$
\hat{k}:=\operatorname{argmin}_{k \geq 1}\left[\inf _{f \in \mathcal{F}_{k}} P_{n} f+4 \hat{\delta}_{n}(k)\right]
$$

and $\hat{f}:=\hat{f}_{\hat{k}}$.
The next statement is akin to the result of Bartlett [6].

Theorem 6.1 The following oracle inequality holds with probability at least $1-p$ :

$$
\mathcal{E}_{P}(\mathcal{F} ; \hat{f}) \leq \inf _{j \geq 1}\left[\inf _{\mathcal{F}_{j}} P f-\inf _{\mathcal{F}} P f+9 \tilde{\delta}_{n}(j)\right]
$$

Proof. We will consider the event $E$ of probability at least $1-p$ on which properties (i)-(iv) hold. Then, for all $j \geq \hat{k}$,

$$
\begin{gathered}
\mathcal{E}_{P}\left(\mathcal{F}_{j} ; \hat{f}\right) \leq 2 \mathcal{E}_{P_{n}}\left(\mathcal{F}_{j} ; \hat{f}\right) \vee \bar{\delta}_{n}(j) \leq 2\left[\inf _{f \in \mathcal{F}_{\hat{k}}} P_{n} f-\inf _{f \in \mathcal{F}_{j}} P_{n} f\right]+\bar{\delta}_{n}(j) \leq \\
2\left[\inf _{f \in \mathcal{F}_{\hat{k}}} P_{n} f+4 \hat{\delta}_{n}(\hat{k})-\inf _{f \in \mathcal{F}_{j}} P_{n} f-4 \hat{\delta}_{n}(j)\right]+9 \hat{\delta}_{n}(j)
\end{gathered}
$$

which is bounded by $9 \tilde{\delta}_{n}(j)$ since, by the definition of $\hat{k}$, the term in the bracket is nonpositive and $\hat{\delta}_{n}(j) \leq \tilde{\delta}_{n}(j)$. This implies

$$
P \hat{f} \leq \inf _{f \in \mathcal{F}_{j}} P f+9 \tilde{\delta}_{n}(j)
$$

The next case is when $j<\hat{k}$ and $\hat{\delta}_{n}(j) \geq \hat{\delta}_{n}(\hat{k}) / 9$. Then $\mathcal{E}_{P}\left(\mathcal{F}_{\hat{k}} ; \hat{f}_{\hat{k}}\right) \leq \bar{\delta}_{n}(\hat{k})$, and, as a consequence,

$$
P \hat{f} \leq \inf _{f \in \mathcal{F}_{\hat{k}}} P f+\hat{\delta}_{n}(\hat{k}) \leq \inf _{f \in \mathcal{F}_{j}} P f+9 \tilde{\delta}_{n}(j)
$$

The last case to consider is when $j<\hat{k}$ and $\hat{\delta}_{n}(j)<\hat{\delta}_{n}(\hat{k}) / 9$. In this case, the definition of $\hat{k}$ implies that

$$
\inf _{f \in \mathcal{F}_{j}} \mathcal{E}_{P_{n}}\left(\mathcal{F}_{\hat{k}} ; f\right)=\inf _{f \in \mathcal{F}_{j}} P_{n} f-\inf _{f \in \mathcal{F}_{\hat{k}}} P_{n} f \geq 4\left(\hat{\delta}_{n}(\hat{k})-\hat{\delta}_{n}(j)\right) \geq 3 \hat{\delta}_{n}(\hat{k})
$$

Hence,

$$
\frac{3}{2}\left(\inf _{f \in \mathcal{F}_{j}} \mathcal{E}_{P}\left(\mathcal{F}_{\hat{k}} ; f\right) \vee \bar{\delta}_{n}(\hat{k})\right) \geq \inf _{f \in \mathcal{F}_{j}} \mathcal{E}_{P_{n}}\left(\mathcal{F}_{\hat{k}} ; f\right) \geq 3 \hat{\delta}_{n}(\hat{k})
$$

which yields

$$
3 \inf _{f \in \mathcal{F}_{j}} \mathcal{E}_{P}\left(\mathcal{F}_{\hat{k}} ; f\right)+3 \bar{\delta}_{n}(\hat{k}) \geq 6 \hat{\delta}_{n}(\hat{k})
$$

Therefore

$$
\inf _{f \in \mathcal{F}_{j}} \mathcal{E}_{P}\left(\mathcal{F}_{\hat{k}} ; f\right) \geq \hat{\delta}_{n}(\hat{k}) \geq \mathcal{E}_{P}\left(\mathcal{F}_{\hat{k}} ; \hat{f}\right)
$$

As a consequence,

$$
P \hat{f} \leq \inf _{f \in \mathcal{F}_{j}} P f \leq \inf _{f \in \mathcal{F}_{j}} P f+9 \tilde{\delta}_{n}(j) .
$$

This completes the proof.

Example. Consider a regression problem with quadratic loss and with a bounded response variable $Y \in[0,1]$ (see Section 5.1). Let $\mathcal{G}_{k}, k \geq 1$ be convex classes of functions $g$ taking values in $[0,1]$ such that $\mathcal{G}_{k} \subset \mathcal{G}_{k+1}, k \geq 1$. Moreover, suppose that for all $k \geq 1$ $\mathcal{G}_{k} \subset L_{k}$, where $L_{k}$ is a finite dimensional space of dimension $d_{k}$. Let

$$
\hat{g}_{n, k}:=\operatorname{argmin}_{g \in \mathcal{G}_{k}} n^{-1} \sum_{j=1}^{n}\left(Y_{j}-g\left(X_{j}\right)\right)^{2} .
$$

Take a nondecreasing sequence $\left\{t_{k}\right\}$ of positive numbers such that

$$
\sum_{k \geq 1} e^{-t_{k}}=p \in(0,1) .
$$

Define

$$
\bar{\delta}_{n}(k)=\hat{\delta}_{n}(k)=\tilde{\delta}_{n}(k)=K\left(\frac{d_{k}}{n}+\frac{t_{k}}{n}\right), k \geq 1 .
$$

It is straightforward to see that, for a large enough constant $K,\left(\bar{\delta}_{n}(k), \hat{\delta}_{n}(k), \tilde{\delta}_{n}(k)\right)$ is a triple bound of level $1-e^{-t_{k}}$ (see Example 1, Section 5.1). Hence, if we define

$$
\hat{k}:=\operatorname{argmin}_{k \geq 1}\left[\inf _{g \in \mathcal{G}_{k}} n^{-1} \sum_{j=1}^{n}\left(Y_{j}-g\left(X_{j}\right)\right)^{2}+4 K\left(\frac{d_{k}}{n}+\frac{t_{k}}{n}\right)\right]
$$

with a sufficiently large constant $K$ and set $\hat{g}:=\hat{g}_{n, \hat{k}}$, then it follows from Theorem 6.1 that with probability at least $1-p$

$$
\left\|\hat{g}-g_{*}\right\|_{L_{2}(\Pi)}^{2} \leq \inf _{k \geq 1}\left[\inf _{g \in \mathcal{G}_{k}}\left\|g-g_{*}\right\|_{L_{2}(\Pi)}^{2}+9 K\left(\frac{d_{k}}{n}+\frac{t_{k}}{n}\right)\right] .
$$

Clearly, one can also construct triple bounds and implement this penalization method in more complicated situations (see examples 2-5 in Section 5.1) and for other loss functions (for instance, for convex losses discussed in Section 5.2). Moreover, one can use a general construction of triple bounds in Theorem 4.8 that provides a universal approach to complexity penalization (which, however, is more of theoretical interest).

Despite the fact that it is possible to prove nice and simple oracle inequalities under the monotonicity assumption, this assumption might be restrictive and, in what follows, we explore what can be done without it.

### 6.2 Penalization by Empirical Risk Minima

In this section, we study a simple penalization technique in spirit of the work of Lugosi and Wegkamp [70] in which the infimum of empirical risk $\inf _{\mathcal{F}_{k}} P_{n} f$ is explicitly involved in the penalty. It will be possible to prove rather natural oracle inequalities for this penalization method. However, the drawback of this approach is that, in most of the cases, it yields only suboptimal convergence rates.

Given triple bounds $\left(\bar{\delta}_{n}(k), \hat{\delta}_{n}(k), \tilde{\delta}_{n}(k)\right)$ of level $1-p_{k}$ for classes $\mathcal{F}_{k}$, define the following penalties:

$$
\hat{\pi}(k):=\hat{\pi}_{n}(k):=\hat{K}\left[\hat{\delta}_{n}(k)+\sqrt{\frac{t_{k}}{n} \inf _{\mathcal{F}_{k}} P_{n} f}+\frac{t_{k}}{n}\right]
$$

and

$$
\tilde{\pi}(k):=\tilde{\pi}_{n}(k):=\tilde{K}\left[\tilde{\delta}_{n}(k)+\sqrt{\frac{t_{k}}{n} \inf _{\mathcal{F}_{k}} P f}+\frac{t_{k}}{n}\right],
$$

where $\hat{K}, \tilde{K}$ are sufficiently large numerical constants. Here $\tilde{\pi}(k)$ represents a "desirable accuracy " of risk minimization on the class $\mathcal{F}_{k}$.

The index estimate $\hat{k}$ is defined by minimizing the penalized empirical risk

$$
\hat{k}:=\operatorname{argmin}_{k \geq 1}\left\{P_{n} \hat{f}_{k}+\hat{\pi}(k)\right\}
$$

and, as always, $\hat{f}:=\hat{f}_{\hat{k}}$.
The next theorem provides an upper confidence bound on the risk of $\hat{f}$ and an oracle inequality for the global excess risk $\mathcal{E}_{P}(\mathcal{F} ; \hat{f})$.

Theorem 6.2 There exists a choice of $\hat{K}, \tilde{K}$ such that for any sequence $\left\{t_{k}\right\}$ of positive numbers, the following bounds hold:

$$
\mathbb{P}\left\{P \hat{f} \geq \inf _{k \geq 1}\left\{P_{n} \hat{f}_{n, k}+\hat{\pi}(k)\right\}\right\} \leq \sum_{k=1}^{\infty}\left(p_{k}+e^{-t_{k}}\right)
$$

and

$$
\mathbb{P}\left\{\mathcal{E}_{P}(\mathcal{F} ; \hat{f}) \geq \inf _{k \geq 1}\left\{\inf _{f \in \mathcal{F}_{k}} P f-\inf _{f \in \mathcal{F}} P f+\tilde{\pi}(k)\right\}\right\} \leq \sum_{k=1}^{\infty}\left(p_{k}+e^{-t_{k}}\right)
$$

Unless $\inf _{\mathcal{F}_{k}} P f=0, \tilde{\pi}(k)=\tilde{\pi}_{n}(k)$ can not be smaller than const $n^{-1 / 2}$. In many cases (see Section 5), the excess risk bound $\tilde{\delta}_{n}(k)$ is smaller than this, and the penalization method of this section is suboptimal.

The following lemma is the main tool used in the proof.

Lemma 6.1 Let $\mathcal{F}$ be a class measurable functions from $S$ into $[0,1]$. If $\bar{\delta}_{n}$ is an admissible distribution dependent bound of confidence level $1-p, p \in(0,1)$ (see Definition 4.1), then the following inequality holds for all $t>0$ :

$$
\mathbb{P}\left\{\left|\inf _{\mathcal{F}} P_{n} f-\inf _{\mathcal{F}} P f\right| \geq 2 \bar{\delta}_{n}+\sqrt{\frac{2 t}{n} \inf _{\mathcal{F}} P f}+\frac{t}{n}\right\} \leq p+e^{-t}
$$

If $\left(\bar{\delta}_{n}, \hat{\delta}_{n}, \tilde{\delta}_{n}\right)$ is a triple bound of confidence level $1-p$, then

$$
\mathbb{P}\left\{\left|\inf _{\mathcal{F}} P_{n} f-\inf _{\mathcal{F}} P f\right| \geq 4 \hat{\delta}_{n}+2 \sqrt{\frac{2 t}{n} \inf _{\mathcal{F}} P_{n} f}+\frac{8 t}{n}\right\} \leq p+e^{-t}
$$

Proof. Let $E$ be the event where conditions (i)-(iv) of Definition 4.1 hold. Then $\mathbb{P}(E) \geq 1-p$. On the event $E, \mathcal{E}\left(\hat{f}_{n}\right) \leq \bar{\delta}_{n}$ and, for all $\varepsilon<\bar{\delta}_{n}$ and $g \in \mathcal{F}(\varepsilon)$

$$
\begin{align*}
& \left|\inf _{\mathcal{F}} P_{n} f-\inf _{\mathcal{F}} P f\right|=\left|P_{n} \hat{f}_{n}-\inf _{\mathcal{F}} P f\right| \leq \\
& P \hat{f}_{n}-\inf _{\mathcal{F}} P f+\left|\left(P_{n}-P\right)\left(\hat{f}_{n}-g\right)\right|+\left|\left(P_{n}-P\right)(g)\right| \leq \\
& \leq \bar{\delta}_{n}+\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}\left(\bar{\delta}_{n}\right)}+\left|\left(P_{n}-P\right)(g)\right| \tag{6.2}
\end{align*}
$$

Also, on the same event $E$,

$$
\begin{equation*}
\left\|P_{n}-P\right\|_{\mathcal{F}^{\prime}\left(\bar{\delta}_{n}\right)} \leq U_{n}\left(\bar{\delta}_{n}(t)\right) \leq \bar{V}_{n}\left(\bar{\delta}_{n}\right) \bar{\delta}_{n} \leq \bar{\delta}_{n} \tag{6.3}
\end{equation*}
$$

By Bernstein's inequality, with probability at least $1-e^{-t}$

$$
\begin{equation*}
\left|\left(P_{n}-P\right)(g)\right| \leq \sqrt{2 \frac{t}{n} \operatorname{Var}_{P} g}+\frac{2 t}{3 n} \leq \sqrt{2 \frac{t}{n}\left(\inf _{\mathcal{F}} P f+\varepsilon\right)}+\frac{2 t}{3 n} \tag{6.4}
\end{equation*}
$$

since $g$ takes values in $[0,1], g \in \mathcal{F}(\varepsilon)$, and $\operatorname{Var}_{P} g \leq P g^{2} \leq P g \leq \inf \mathcal{F} P f+\varepsilon$. It follows from (6.2), (6.3) and (6.4) that, on the event

$$
\begin{equation*}
E(\varepsilon):=E \bigcap\left\{\left|\left(P_{n}-P\right)(g)\right| \leq \sqrt{2 \frac{t}{n}\left(\inf _{\mathcal{F}} P f+\varepsilon\right)}+\frac{2 t}{3 n}\right\} \tag{6.5}
\end{equation*}
$$

the following inequality holds:

$$
\begin{equation*}
\left|\inf _{\mathcal{F}} P_{n} f-\inf _{\mathcal{F}} P f\right| \leq 2 \bar{\delta}_{n}+\sqrt{2 \frac{t}{n}\left(\inf _{\mathcal{F}} P f+\varepsilon\right)}+\frac{t}{n} \tag{6.6}
\end{equation*}
$$

Since the events $E(\varepsilon)$ are monotone in $\varepsilon$, let $\varepsilon \rightarrow 0$ to get

$$
\mathbb{P}(E(0)) \geq 1-p-e^{-t}
$$

This yields the first bound of the lemma.
For the proof of the second bound, note that on the event $E(0)$,

$$
\begin{equation*}
\left|\inf _{\mathcal{F}} P_{n} f-\inf _{\mathcal{F}} P f\right| \leq \sqrt{\left.2 \frac{t}{n} \inf _{\mathcal{F}} P_{n} f-\inf _{\mathcal{F}} P f \right\rvert\,}+2 \bar{\delta}_{n}+\sqrt{2 \frac{t}{n} \inf _{\mathcal{F}} P_{n} f}+\frac{t}{n} \tag{6.7}
\end{equation*}
$$

Thus, either

$$
\left|\inf _{\mathcal{F}} P_{n} f-\inf _{\mathcal{F}} P f\right| \leq \frac{8 t}{n}, \quad \text { or } \quad \frac{2 t}{n} \leq \frac{\left|\inf _{\mathcal{F}} P_{n} f-\inf _{\mathcal{F}} P f\right|}{4} .
$$

In the last case (6.7) implies that

$$
\left|\inf _{\mathcal{F}} P_{n} f-\inf _{\mathcal{F}} P f\right| \leq 4 \bar{\delta}_{n}+2 \sqrt{2 \frac{t}{n} \inf _{\mathcal{F}} P_{n} f}+\frac{2 t}{n}
$$

The condition of the lemma allows us to replace (on the event $E$ ) $\bar{\delta}_{n}$ by $\hat{\delta}_{n}$ and to get the following bound that holds with probability at least $1-p-e^{-t}$ :

$$
\left|\inf _{\mathcal{F}} P_{n} f-\inf _{\mathcal{F}} P f\right| \leq 4 \hat{\delta}_{n}+2 \sqrt{2 \frac{t}{n} \inf _{\mathcal{F}} P_{n} f}+\frac{8 t}{n}
$$

Proof of Theorem 6.2. For each class $\mathcal{F}_{k}$ and $t=t_{k}$ define the event $E_{k}(0)$, (with $\varepsilon=0$ ) as in (6.5). Clearly,

$$
\mathbb{P}\left(E_{k}(0)\right) \geq 1-p_{k}-e^{-t_{k}}
$$

Let

$$
F:=\bigcap_{k \geq 1} E_{k}(0) .
$$

Then

$$
\mathbb{P}\left(F^{c}\right) \leq \sum_{k=1}^{\infty}\left(p_{k}+e^{-t_{k}}\right)
$$

We use the following consequence of Lemma 6.1 and the definition of the triple bounds: on the event $F$ for all $k \geq 1$,

$$
P \hat{f}_{k}-\inf _{f \in \mathcal{F}_{k}} P f \leq \bar{\delta}_{n}(k) \leq \hat{\delta}_{n}(k) \leq \tilde{\delta}_{n}(k)
$$

and

$$
\left|\inf _{\mathcal{F}_{k}} P_{n} f-\inf _{\mathcal{F}_{k}} P f\right| \leq 2 \bar{\delta}_{n}(k)+\sqrt{\frac{2 t_{k}}{n} \inf _{\mathcal{F}_{k}} P f}+\frac{t_{k}}{n},
$$

$$
\left|\inf _{\mathcal{F}_{k}} P_{n} f-\inf _{\mathcal{F}_{k}} P f\right| \leq 4 \hat{\delta}_{n}(k)+2 \sqrt{\frac{2 t_{k}}{n} \inf _{\mathcal{F}_{k}} P_{n} f}+\frac{8 t_{k}}{n}
$$

Therefore,

$$
\begin{gathered}
P \hat{f}=P \hat{f}_{\hat{k}} \leq \inf _{\mathcal{F}_{\hat{k}}} P f+\bar{\delta}_{n}(\hat{k}) \leq \inf _{\mathcal{F}_{\hat{k}}} P_{n} f+5 \hat{\delta}_{n}(\hat{k})+2 \sqrt{\frac{2 t_{\hat{k}}}{n} \inf _{\mathcal{F}_{\hat{k}}} P_{n} f}+\frac{8 t_{\hat{k}}}{n} \leq \\
\leq \inf _{\mathcal{F}_{\hat{k}}} P_{n} f+\hat{\pi}(\hat{k})=\inf _{k}\left[\inf _{\mathcal{F}_{k}} P_{n} f+\hat{\pi}(k)\right],
\end{gathered}
$$

provided that the constant $\hat{K}$ in the definition of $\hat{\pi}$ was chosen properly. The first bound of the theorem has been proved.

To prove the second bound, note that

$$
\left.\begin{gathered}
\sqrt{\frac{t_{k}}{n} \inf _{\mathcal{F}_{k}} P_{n} f} \leq \sqrt{\frac{t_{k}}{n}} \inf _{\mathcal{F}_{k}} P f \\
\left.\sqrt{\frac{t_{k}}{n} \inf _{\mathcal{F}_{k}} P f}+\frac{t_{k}}{\frac{t_{k}}{n}}\left|\inf _{\mathcal{F}_{k}} P_{n} f-\frac{1}{2}\right| \inf _{\mathcal{F}_{k}} P f \right\rvert\,
\end{gathered} P_{n} f-\inf _{\mathcal{F}_{k}} P f \right\rvert\, . \quad .
$$

Therefore, on the event $F$ for all $k$

$$
\hat{\pi}(k)=\hat{K}\left[\hat{\delta}_{n}(k)+\sqrt{\frac{t_{k}}{n} \inf _{\mathcal{F}_{k}} P_{n} f}+\frac{t_{k}}{n}\right] \leq \frac{\tilde{K}}{2}\left[\tilde{\delta}_{n}(k)+\sqrt{\frac{t_{k}}{n} \inf _{\mathcal{F}_{k}} P f}+\frac{t_{k}}{n}\right]=\tilde{\pi}(k) / 2
$$

and
$\left|\inf _{\mathcal{F}_{k}} P_{n} f-\inf _{\mathcal{F}_{k}} P f\right| \leq 2 \bar{\delta}_{n}(k)+\sqrt{\frac{2 t_{k}}{n} \inf _{\mathcal{F}_{k}} P f}+\frac{t_{k}}{n} \leq \frac{\tilde{K}}{2}\left[\tilde{\delta}_{n}(k)+\sqrt{\frac{t_{k}}{n} \inf _{\mathcal{F}_{k}} P f}+\frac{t_{k}}{n}\right]=\tilde{\pi}(k) / 2$,
provided that the constant $\tilde{K}$ in the definition of $\tilde{\pi}(k)$ is large enough. As a result, on the event $F$,

$$
P \hat{f} \leq \inf _{k}\left[\inf _{\mathcal{F}_{k}} P_{n} f+\hat{\pi}(k)\right] \leq \inf _{k}\left[\inf _{\mathcal{F}_{k}} P f+\tilde{\pi}(k)\right],
$$

proving the second bound.
Example. As an example, we derive some of the results of Lugosi and Wegkamp [70] (in a slightly modified form). Suppose that $\mathcal{F}$ is a class of measurable functions on $S$ taking values in $\{0,1\}$ (binary functions). As before, let $\Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)$ be the shattering number of the class $\mathcal{F}$ on the sample $\left(X_{1}, \ldots, X_{n}\right)$ :

$$
\Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right):=\operatorname{card}\left(\left\{\left(f\left(X_{1}\right), \ldots, f\left(X_{n}\right)\right): f \in \mathcal{F}\right\}\right)
$$

Given a sequence $\left\{\mathcal{F}_{k}\right\}, \mathcal{F}_{k} \subset \mathcal{F}$ of classes of binary functions, define the following complexity penalties

$$
\hat{\pi}(k):=\hat{K}\left[\sqrt{\inf _{f \in \mathcal{F}_{k}} P_{n} f \frac{\log \Delta^{\mathcal{F}_{k}}\left(X_{1}, \ldots, X_{n}\right)+t_{k}}{n}}+\frac{\log \Delta^{\mathcal{F}_{k}}\left(X_{1}, \ldots, X_{n}\right)+t_{k}}{n}\right]
$$

and

$$
\tilde{\pi}(k):=\tilde{K}\left[\sqrt{\inf _{f \in \mathcal{F}_{k}} P f \frac{\mathbb{E} \log \Delta^{\mathcal{F}_{k}}\left(X_{1}, \ldots, X_{n}\right)+t_{k}}{n}}+\frac{\mathbb{E} \log \Delta^{\mathcal{F}_{k}}\left(X_{1}, \ldots, X_{n}\right)+t_{k}}{n}\right],
$$

and let $\hat{k}$ be a solution of the following penalized empirical risk minimization problem

$$
\hat{k}:=\operatorname{argmin}_{k \geq 1}\left[\min _{\mathcal{F}_{k}} P_{n} f+\hat{\pi}(k)\right] .
$$

Denote $\hat{f}:=\hat{f}_{n, \hat{k}}$.
Theorem 6.3 There exists a choice of $\hat{K}, \tilde{K}$ such that for all $t_{k}>0$,

$$
\mathbb{P}\left\{\mathcal{E}_{P}(\mathcal{F} ; \hat{f}) \geq \inf _{k \geq 1}\left\{\inf _{f \in \mathcal{F}_{k}} P f-\inf _{f \in \mathcal{F}} P f+\tilde{\pi}(k)\right\}\right\} \leq \sum_{k=1}^{\infty} e^{-t_{k}}
$$

Note that penalization based on random shattering numbers is natural in classification problems and the result of Theorem 6.3 can be easily stated in classification setting. The result follows from Theorem 6.2 and the next lemma that provides a version of triple bound on excess risk for classes of binary functions.

Lemma 6.2 Given a class of binary functions $\mathcal{F}$ and $t>0$, define

$$
\begin{gathered}
\bar{\delta}_{n}:=\bar{K}\left[\sqrt{\inf _{f \in \mathcal{F}} P f \frac{\mathbb{E} \log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+t}{n}}+\frac{\mathbb{E} \log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+t}{n}\right], \\
\hat{\delta}_{n}:=\hat{K}\left[\sqrt{\inf _{f \in \mathcal{F}} P_{n} f \frac{\log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+t}{n}}+\frac{\log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+t}{n}\right]
\end{gathered}
$$

and

$$
\tilde{\delta}_{n}:=\tilde{K}\left[\sqrt{\inf _{f \in \mathcal{F}} P f \frac{\mathbb{E} \log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+t}{n}}+\frac{\mathbb{E} \log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+t}{n}\right] .
$$

There exists a choice of constants $\bar{K}, \hat{K}, \tilde{K}$ such that $\left(\bar{\delta}_{n}, \hat{\delta}_{n}, \tilde{\delta}_{n}\right)$ is a triple bound of level $1-e^{-t}$ for the class $\mathcal{F}$.

Proof. The following upper bounds on the $L_{2}(P)$-diameter of the $\delta$-minimal set $\mathcal{F}(\delta)$ and on the function $\phi_{n}(\delta)$ hold:

$$
D^{2}(\mathcal{F} ; \delta)=\sup _{f, g \in \mathcal{F}(\delta)} P(f-g)^{2} \leq \sup _{f, g \in \mathcal{F}(\delta)}(P f+P g) \leq 2\left(\inf _{f \in \mathcal{F}} P f+\delta\right) .
$$

By Theorem 3.8,

$$
\phi_{n}(\delta) \leq K\left[\sqrt{2\left(\inf _{f \in \mathcal{F}} P f+\delta\right) \frac{\mathbb{E} \log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)}{n}}+\frac{\mathbb{E} \log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)}{n}\right]
$$

A straightforward computation implies the next bound on the quantity $\sigma_{n}^{t}$ from Theorem 4.3:

$$
\sigma_{n}^{t} \leq \bar{\delta}_{n}=\bar{K}\left[\sqrt{\inf _{f \in \mathcal{F}} P f \frac{\mathbb{E} \log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+t}{n}}+\frac{\mathbb{E} \log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+t}{n}\right],
$$

provided that the constant $\bar{K}$ is large enough. Moreover, with a proper choice of this constant, $\bar{\delta}_{n}$ is an admissible bound of level $1-e^{-t}$.

The following deviation inequality for shattering numbers is due to Boucheron, Lugosi and Massart [20]: with probability at least $1-e^{-t}$

$$
\log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right) \leq 2 \mathbb{E} \log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+2 t
$$

and

$$
\mathbb{E} \log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right) \leq 2 \log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+2 t .
$$

Together with the first bound of Lemma 6.1, this easily implies that with probability at least $1-8 e^{-t}, \bar{\delta}_{n} \leq \hat{\delta}_{n} \leq \tilde{\delta}_{n}$. First we prove that $\bar{\delta}_{n} \leq \hat{\delta}_{n}$. To this end, we use the first bound of Lemma 6.1 and the inequality $2 a b \leq a^{2}+b^{2}$ to show that with probability at least $1-2 e^{-t}$

$$
\inf _{\mathcal{F}} P f \leq \inf _{\mathcal{F}} P_{n} f+2 \bar{\delta}_{n}+2 \sqrt{\frac{t}{2 n} \inf _{\mathcal{F}} P f}+\frac{t}{3 n} \leq \inf _{\mathcal{F}} P_{n} f+2 \bar{\delta}_{n}+\frac{\inf _{\mathcal{F}} P f}{2}+\frac{2 t}{n} .
$$

Therefore,

$$
\inf _{\mathcal{F}} P f \leq 2 \inf _{\mathcal{F}} P_{n} f+4 \bar{\delta}_{n}+\frac{4 t}{n} .
$$

We substitute this inequality into the definition of $\bar{\delta}_{n}$ and replace $\mathbb{E} \log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)$ by the upper bound $2 \log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+2 t$ that holds with probability at least $1-e^{-t}$. It follows that, with some constant $K$,

$$
\bar{\delta}_{n} \leq K\left[\sqrt{\inf _{f \in \mathcal{F}} P_{n} f \frac{\log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+t}{n}}+\frac{\log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+t}{n}\right]+
$$

$$
+2 \sqrt{\frac{\bar{\delta}_{n}}{2} \frac{K^{2} \log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+t}{2 n}}
$$

Again, using the inequality $2 a b \leq a^{2}+b^{2}$, we get the following bound that holds with some constant $\hat{K}$ and with probability at least $1-4 e^{-t}$ :

$$
\bar{\delta}_{n} \leq \hat{K}\left[\sqrt{\inf _{f \in \mathcal{F}} P_{n} f \frac{\log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+t}{n}}+\frac{\log \Delta^{\mathcal{F}}\left(X_{1}, \ldots, X_{n}\right)+t}{n}\right]=: \hat{\delta}_{n} .
$$

The proof of the second inequality $\hat{\delta}_{n} \leq \tilde{\delta}_{n}$ is similar. By increasing the values of the constants $\bar{K}, \hat{K}, \tilde{K}$, it is easy to eliminate the factor 8 and to obtain a triple bound of level $1-e^{-t}$, as it was claimed.

### 6.3 Linking Excess Risk and Variance in Penalization

In a variety of regression and classification problems the following assumption plays the crucial role: for all $f \in \mathcal{F}$,

$$
\begin{equation*}
P f-P f_{*} \geq \varphi\left(\sqrt{\operatorname{Var}_{P}\left(f-f_{*}\right)}\right) \tag{6.8}
\end{equation*}
$$

where $\varphi$ is a convex nondecreasing function on $[0,+\infty)$ with $\varphi(0)=0$. In section 5 , we have already dealt with several examples of this condition. For instance, in the case of regression with quadratic loss $\ell(y, u)=(y-u)^{2}$ and with bounded response $Y \in[0,1]$, condition (6.8) is satisfied for the loss class $\mathcal{F}=\{\ell \bullet g: g \in \mathcal{G}\}$, where $\mathcal{G}$ is a class of functions from $S$ into $[0,1]$. In this case, one can take $\varphi(u)=u^{2} / 2$, so the function $\varphi$ does not depend on the unknown distribution $P$ (except that the assumption $Y \in[0,1]$ is already a restriction on the class of distributions $P$ ). On the other hand, in classification problems, $\varphi$ is related to the parameters of the noise such as parameter $\alpha$ in Tsybakov's low noise assumption (5.7) or parameter $h$ in Massart's low noise assumption (5.6). So, in this case, $\varphi$ does depend on $P$. The function $\varphi$ describes the relationship between the excess risk $P f-P_{*}$ and the variance $\operatorname{Var}_{P}\left(f-f_{*}\right)$ of the "excess loss" $f-f_{*}$. In what follows, we will call $\varphi$ the link function. It happens that the link function is involved in a rather natural way in the construction of complexity penalties that provide optimal convergence rates in many problems. Since the link function is generally distribution dependent, the development of adaptive penalization methods of model selection is a challenge, for instance, in classification setting.

We will assume that with some $\gamma>0$

$$
\begin{equation*}
\varphi(u v) \leq \gamma \varphi(u) \varphi(v), u, v \geq 0 \tag{6.9}
\end{equation*}
$$

Denote

$$
\varphi^{*}(v):=\sup _{u \geq 0}[u v-\varphi(u)]
$$

the conjugate of $\varphi$. Then

$$
u v \leq \varphi(u)+\varphi^{*}(v), u, v \geq 0
$$

Let $\left(\bar{\delta}_{n}(k), \hat{\delta}_{n}(k), \tilde{\delta}_{n}(k)\right)$ be a triple bound of level $1-p_{k}$ for the class $\mathcal{F}_{k}, k \geq 1$.
For a fixed $\varepsilon>0$, define the penalties as follows:

$$
\hat{\pi}(k):=A(\varepsilon) \hat{\delta}_{n}(k)+\varphi^{*}\left(\sqrt{\frac{2 t_{k}}{\varepsilon n}}\right)+\frac{t_{k}}{n}
$$

and

$$
\tilde{\pi}(k):=\frac{A(\varepsilon)}{1+\gamma \varphi(\sqrt{\varepsilon})} \tilde{\delta}_{n}(k)+\frac{2}{1+\gamma \varphi(\sqrt{\varepsilon})} \varphi^{*}\left(\sqrt{\frac{2 t_{k}}{\varepsilon n}}\right)+\frac{2}{1+\gamma \varphi(\sqrt{\varepsilon})} \frac{t_{k}}{n},
$$

where

$$
A(\varepsilon):=\frac{5}{2}-\gamma \varphi(\sqrt{\varepsilon}) .
$$

As before, $\hat{k}$ is defined by

$$
\hat{k}:=\operatorname{argmin}_{k \geq 1}\left\{P_{n} \hat{f}_{k}+\hat{\pi}(k)\right\}
$$

and $\hat{f}:=\hat{f}_{n, \hat{k}}$.
Theorem 6.4 For any sequence $\left\{t_{k}\right\}$ of positive numbers,

$$
\mathbb{P}\left\{\mathcal{E}_{P}(\mathcal{F} ; \hat{f}) \geq C(\varepsilon) \inf _{k \geq 1}\left\{\inf _{f \in \mathcal{F}_{k}} P f-\inf _{f \in \mathcal{F}} P f+\tilde{\pi}(k)\right\}\right\} \leq \sum_{k=1}^{\infty}\left(p_{k}+e^{-t_{k}}\right)
$$

where

$$
C(\varepsilon):=\frac{1+\gamma \varphi(\sqrt{\varepsilon})}{1-\gamma \varphi(\sqrt{\varepsilon})}
$$

The following lemma is needed in the proof.

Lemma 6.3 Let $\mathcal{G} \subset \mathcal{F}$ and let $\left(\bar{\delta}_{n}, \hat{\delta}_{n}, \tilde{\delta}_{n}\right)$ be a triple bound of level $1-p$ for the class $\mathcal{G}$. For all $t>0$, there exists an event $E$ with probability at least $1-p-e^{-t}$ such that on this event

$$
\begin{equation*}
\inf _{\mathcal{G}} P_{n} f-P_{n} f_{*} \leq(1+\gamma \varphi(\sqrt{\varepsilon}))\left(\inf _{\mathcal{G}} P f-P f_{*}\right)+\varphi^{*}\left(\sqrt{\frac{2 t}{\varepsilon n}}\right)+\frac{t}{n} \tag{6.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\inf _{\mathcal{G}} P f-P f_{*} \leq(1-\gamma \varphi(\sqrt{\varepsilon}))^{-1}\left[\inf _{\mathcal{G}} P_{n} f-P_{n} f_{*}+\frac{3}{2} \bar{\delta}_{n}+\varphi^{*}\left(\sqrt{\frac{2 t}{\varepsilon n}}\right)+\frac{t}{n}\right] . \tag{6.11}
\end{equation*}
$$

In addition, if there exists $\bar{\delta}_{n}^{\varepsilon}$ such that

$$
\bar{\delta}_{n} \leq \varepsilon\left(\inf _{\mathcal{G}} P f-P f_{*}\right)+\bar{\delta}_{n}^{\varepsilon},
$$

then

$$
\begin{equation*}
\inf _{\mathcal{G}} P f-P f_{*} \leq\left(1-\varphi(\sqrt{\varepsilon})-\frac{3}{2} \varepsilon\right)^{-1}\left[\inf _{\mathcal{G}} P_{n} f-P_{n} f_{*}+\frac{3}{2} \bar{\delta}_{n}^{\varepsilon}+\varphi^{*}\left(\sqrt{\frac{2 t}{\varepsilon n}}\right)+\frac{t}{n}\right] . \tag{6.12}
\end{equation*}
$$

Proof. We assume, for simplicity, that $P f$ attains its minimum over $\mathcal{G}$ at some $\bar{f} \in \mathcal{G}$ (the proof can be easily modified if the minimum is not attained). Let $E^{\prime}$ be the event from the Definition 4.1 of the triple bound and let

$$
E:=\left\{\left|\left(P_{n}-P\right)\left(\bar{f}-f_{*}\right)\right| \leq \sqrt{\frac{2 t}{n} \operatorname{Var}_{P}\left(\bar{f}-f_{*}\right)}+\frac{t}{n}\right\} \bigcap E^{\prime}
$$

It follows from Bernstein inequality and the definition of the triple bound that

$$
\mathbb{P}(E) \geq 1-p-e^{-t}
$$

On the event $E$,

$$
\left|\left(P_{n}-P\right)\left(\bar{f}-f_{*}\right)\right| \leq \sqrt{\frac{2 t}{n} \operatorname{Var}_{P}\left(\bar{f}-f_{*}\right)}+\frac{t}{n}
$$

and

$$
\forall f \in \mathcal{G} \hat{\mathcal{E}}_{n}(\mathcal{G} ; f) \leq \frac{3}{2}\left(\mathcal{E}_{P}(\mathcal{G} ; f) \vee \bar{\delta}_{n}\right)
$$

Also,

$$
\operatorname{Var}_{P}^{1 / 2}\left(\bar{f}-f_{*}\right) \leq \varphi^{-1}\left(P \bar{f}-P f_{*}\right)
$$

and hence, on the event $E$,

$$
\left|\left(P-P_{n}\right)\left(\bar{f}-f_{*}\right)\right| \leq \varphi\left(\sqrt{\varepsilon} \varphi^{-1}\left(P \bar{f}-P f_{*}\right)\right)+\varphi^{*}\left(\sqrt{\frac{2 t}{\varepsilon n}}\right)+\frac{t}{n} \leq
$$

$$
\leq \gamma \varphi(\sqrt{\varepsilon})\left(P \bar{f}-P f_{*}\right)+\varphi^{*}\left(\sqrt{\frac{2 t}{\varepsilon n}}\right)+\frac{t}{n},
$$

implying

$$
\begin{equation*}
P_{n}\left(\bar{f}-f_{*}\right) \leq(1+\gamma \varphi(\sqrt{\varepsilon})) P\left(\bar{f}-f_{*}\right)+\varphi^{*}\left(\sqrt{\frac{2 t}{\varepsilon n}}\right)+\frac{t}{n} \tag{6.13}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(\bar{f}-f_{*}\right) \leq(1-\gamma \varphi(\sqrt{\varepsilon}))^{-1}\left[P_{n}\left(\bar{f}-f_{*}\right)+\varphi^{*}\left(\sqrt{\frac{2 t}{\varepsilon n}}\right)+\frac{t}{n}\right] \tag{6.14}
\end{equation*}
$$

(6.13) immediately yields the first bound of the lemma.

Since, in addition, on the event $E$

$$
\begin{gathered}
P_{n}\left(\bar{f}-f_{*}\right)=P_{n} \bar{f}-\inf _{\mathcal{G}} P_{n} f+\inf _{\mathcal{G}} P_{n} f-P_{n} f_{*}=\hat{\mathcal{E}}_{n}(\mathcal{G} ; \bar{f})+\inf _{\mathcal{G}} P_{n} f-P_{n} f_{*} \leq \\
\leq \inf _{\mathcal{G}} P_{n} f-P_{n} f_{*}+\frac{3}{2}\left(\mathcal{E}_{P}(\mathcal{G} ; \bar{f}) \vee \bar{\delta}_{n}\right),
\end{gathered}
$$

and since $\mathcal{E}_{P}(\mathcal{G} ; \bar{f})=0$, we get

$$
P_{n}\left(\bar{f}-f_{*}\right) \leq \inf _{\mathcal{G}} P_{n} f-P_{n} f_{*}+\frac{3}{2} \bar{\delta}_{n} .
$$

Along with (6.14), this implies

$$
\inf _{\mathcal{G}} P f-P f_{*}=P\left(\bar{f}-f_{*}\right) \leq(1-\gamma \varphi(\sqrt{\varepsilon}))^{-1}\left[\inf _{\mathcal{G}} P_{n} f-P_{n} f_{*}+\frac{3}{2} \bar{\delta}_{n}+\varphi^{*}\left(\sqrt{\frac{2 t}{\varepsilon n}}\right)+\frac{t}{n}\right],
$$

which is the second bound of the lemma.
Finally, to prove the third bound it is enough to substitute the bound on $\bar{\delta}_{n}$ into (6.11) and to solve the resulting inequality with respect to $\inf _{\mathcal{G}} P f-P f_{*}$.

Proof of Theorem 6.4. Let $E_{k}$ be the event defined in Lemma 6.3 for $\mathcal{G}=\mathcal{F}_{k}$ and $t=t_{k}$, so that

$$
\mathbb{P}\left(E_{k}\right) \geq 1-p_{k}-e^{-t_{k}}
$$

Let

$$
E:=\bigcap_{k \geq 1} E_{k} .
$$

Then

$$
\mathbb{P}(E) \geq 1-\sum_{k \geq 1}\left(p_{k}+e^{-t_{k}}\right) .
$$

On the event $E$, for all $k \geq 1$

$$
\mathcal{E}_{P}\left(\mathcal{F}_{k} ; \hat{f}_{k}\right)=P \hat{f}_{k}-\inf _{\mathcal{F}_{k}} P f \leq \bar{\delta}_{n}(k)
$$

and

$$
\bar{\delta}_{n}(k) \leq \hat{\delta}_{n}(k) \leq \tilde{\delta}_{n}(k) .
$$

On the event $E$, using first bound (6.11) and then bound (6.10) of Lemma 6.3, we get

$$
\begin{gathered}
\mathcal{E}_{P}(\mathcal{F} ; \hat{f})=P \hat{f}-\inf _{\mathcal{F}} P f=P \hat{f}_{\hat{k}}-P f_{*}=P \hat{f}_{\hat{k}}-\inf _{\mathcal{F}_{\hat{k}}} P f+\inf _{\mathcal{F}_{\hat{k}}} P f-P f_{*} \leq \\
\leq \bar{\delta}_{n}(\hat{k})+\inf _{\mathcal{F}_{\hat{k}}} P f-P f_{*} \leq \\
\leq(1-\gamma \varphi(\sqrt{\varepsilon}))^{-1}\left[(1-\gamma \varphi(\sqrt{\varepsilon})) \bar{\delta}_{n}(\hat{k})+\inf _{\mathcal{F}_{\hat{k}}} P_{n} f-P_{n} f_{*}+\frac{3}{2} \bar{\delta}_{n}(\hat{k})+\varphi^{*}\left(\sqrt{\frac{2 t_{\hat{k}}}{\varepsilon n}}\right)+\frac{t_{\hat{k}}}{n}\right] \leq \\
\leq(1-\gamma \varphi(\sqrt{\varepsilon}))^{-1}\left\{\inf _{k}\left[\inf _{\mathcal{F}_{k}} P_{n} f+(5 / 2-\gamma \varphi(\sqrt{\varepsilon})) \hat{\delta}_{n}(k)+\varphi^{*}\left(\sqrt{\frac{2 t_{k}}{\varepsilon n}}\right)+\frac{t_{k}}{n}\right]-P_{n} f_{*}\right\}= \\
=(1-\gamma \varphi(\sqrt{\varepsilon}))^{-1}\left\{\inf _{k}\left[\inf _{\mathcal{F}_{k}} P_{n} f+\hat{\pi}(k)\right]-P_{n} f_{*}\right\} \leq \\
\leq \frac{1+\gamma \varphi(\sqrt{\varepsilon})}{1-\gamma \varphi(\sqrt{\varepsilon})} \inf _{k}\left[\inf _{\mathcal{F}_{k}} P f-\inf _{\mathcal{F}} P f+\frac{5 / 2-\gamma \varphi(\sqrt{\varepsilon})}{1+\gamma \varphi(\sqrt{\varepsilon})} \tilde{\delta}_{n}(k)+\right. \\
\left.\quad+\frac{2}{1+\gamma \varphi(\sqrt{\varepsilon})} \varphi^{*}\left(\sqrt{\frac{2 t_{k}}{\varepsilon n}}\right)+\frac{2}{(1+\gamma \varphi(\sqrt{\varepsilon}))} \frac{t_{k}}{n}\right]= \\
\inf \frac{1+\gamma \varphi(\sqrt{\varepsilon})}{1-\gamma \varphi(\sqrt{\varepsilon})}\left[\inf _{\mathcal{F}_{k}} P f-\inf _{\mathcal{F}} P f+\tilde{\pi}(k)\right]
\end{gathered}
$$

and the result follows.

Remark. Suppose that, for each $k, \bar{\delta}_{n}(k)$ is an admissible excess risk bound for the class $\mathcal{F}_{k}$ on an event $E_{k}$ with $\mathbb{P}\left(E_{k}\right) \geq 1-p_{k}$ (see Definition 4.1 ). It is easily seen from the proof of Theorem 6.4 that the same oracle inequality holds for arbitrary penalties $\hat{\pi}(k)$ and $\tilde{\pi}(k)$ such that on the event $E_{k}$

$$
\hat{\pi}(k) \geq A(\varepsilon) \bar{\delta}_{n}(k)+\varphi^{*}\left(\sqrt{\frac{2 t_{k}}{\varepsilon n}}\right)+\frac{t_{k}}{n}
$$

and

$$
\tilde{\pi}(k) \geq \frac{\hat{\pi}(k)}{1+\gamma \varphi(\sqrt{\varepsilon})}+\frac{\varphi^{*}\left(\sqrt{\frac{2 t_{k}}{\varepsilon n}}\right)}{1+\gamma \varphi(\sqrt{\varepsilon})}+\frac{t_{k}}{(1+\gamma \varphi(\sqrt{\varepsilon})) n} .
$$

As it has been already mentioned, the dependence of the penalty on the link function $\varphi$ is the most troubling aspect of this approach since in such problems as classification this function depends on the unknown parameters of distribution $P$ (such as "low noise"
constants $\alpha$ in (5.7) and $h$ in (5.6), see Section 5.3). Because of this, it is of importance to know that using Remark 1, it is easy to construct a version of the penalties that do not depend on $\varphi$ directly. Suppose that the number of classes $\mathcal{F}_{k}$ is finite, say, $N$. Take

$$
t_{k}:=t+\log N, k=1, \ldots, N .
$$

Define

$$
\hat{k}:=\operatorname{argmin}_{1 \leq k \leq N}\left[\min _{f \in \mathcal{F}_{k}} P_{n} f+\frac{5}{2} \hat{\delta}_{n}(k)\right]
$$

and $\hat{f}:=\hat{f}_{\hat{k}}$. Note that we also have

$$
\hat{k}:=\operatorname{argmin}_{1 \leq k \leq N}\left[\min _{f \in \mathcal{F}_{k}} P_{n} f+\hat{\pi}(k)\right],
$$

where

$$
\hat{\pi}(k):=\frac{5}{2} \hat{\delta}_{n}(k)+\varphi^{*}\left(\sqrt{\frac{2 t_{k}}{\varepsilon n}}\right)+\frac{t_{k}}{n}=\frac{5}{2} \hat{\delta}_{n}(k)+\varphi^{*}\left(\sqrt{\frac{2(t+\log N)}{\varepsilon n}}\right)+\frac{t+\log N}{n},
$$

since $t_{k}$ in the additional two terms of the definition of $\hat{\pi}(k)$ does not depend on $k$. Denote

$$
\tilde{\pi}(k):=\frac{5}{2} \tilde{\delta}_{n}(k)+2 \varphi^{*}\left(\sqrt{\frac{2(t+\log N)}{\varepsilon n}}\right)+2 \frac{t+\log N}{n} .
$$

Then it follows from Theorem 6.4 and from the Remark that

$$
\begin{equation*}
\mathbb{P}\left\{\mathcal{E}_{P}(\mathcal{F} ; \hat{f}) \geq C(\varepsilon) \inf _{1 \leq k \leq N}\left\{\inf _{f \in \mathcal{F}_{k}} P f-\inf _{f \in \mathcal{F}} P f+\tilde{\pi}(k)\right\}\right\} \leq e^{-t}+\sum_{k=1}^{N} p_{k} . \tag{6.15}
\end{equation*}
$$

Example. Consider, for instance, model selection in binary classification problems (see Section 5.3). Suppose that condition (5.6) holds with some $h>0$ and, as a result, condition (6.8) holds with $\varphi(u)=h u^{2}$ for any $f=\ell \bullet g$ and $f_{*}=\ell \bullet g_{*}$, where $g$ is a binary classifier, $g_{*}$ is the Bayes classifier and $\ell(y, u)=I(y \neq u)$ is the binary loss.

Let $\left\{\mathcal{G}_{k}\right\}$ be a family of classes of functions from $S$ into $\{-1,1\}$ (binary classifiers). For any $k$, define

$$
\hat{g}_{n, k}:=\operatorname{argmin}_{g \in \mathcal{G}_{k}} L_{n}(g)=\operatorname{argmin}_{g \in \mathcal{G}_{k}} n^{-1} \sum_{j=1}^{n} I\left(Y_{j} \neq g\left(X_{j}\right)\right) .
$$

Let $\mathcal{F}_{k}:=\left\{\ell \bullet g: g \in \mathcal{G}_{k}\right\}$. Denote $\left(\bar{\delta}_{n}(k), \hat{\delta}_{n}(k), \tilde{\delta}_{n}(k)\right)$ the standard triple bound of Theorem 4.8 for the class $\mathcal{F}_{k}$ of level $1-p_{k}$. Suppose that $\sum_{k=1}^{N} p_{k}=p \in(0,1)$. Define

$$
\hat{k}:=\operatorname{argmin}_{1 \leq k \leq N}\left[\inf _{g \in \mathcal{G}_{k}} L_{n}(g)+\frac{5}{2} \hat{\delta}_{n}(k)\right]
$$

and $\hat{g}:=\hat{g}_{n, \hat{k}}$. Then it easily follows from bound (6.15) that with probability at least $1-p-e^{-t}$

$$
L(\hat{g})-L\left(g_{*}\right) \leq C \inf _{1 \leq k \leq N}\left[\inf _{g \in \mathcal{G}_{k}} L(g)-L\left(g_{*}\right)+\tilde{\delta}_{n}(k)+\frac{t+\log N}{n h}\right]
$$

(we have fixed $\varepsilon>0$ and the constant $C$ may depend on $\varepsilon$ ). It is also easy to deduce from the proof of Theorem 5.5 that for the standard choice of $\bar{\delta}_{n}(k)$

$$
\bar{\delta}_{n}(k) \leq C\left[\inf _{g \in \mathcal{G}_{k}} L(g)-L\left(g_{*}\right)+\frac{\mathbb{E} \log \Delta^{\mathcal{G}_{k}}\left(X_{1}, \ldots, X_{n}\right)}{n h}+\frac{t_{k}}{n h}\right],
$$

which (after some tuning of the constants) leads to the following oracle inequality that holds with probability at least $1-p-e^{-t}$ :

$$
L(\hat{g})-L\left(g_{*}\right) \leq C \inf _{1 \leq k \leq N}\left[\inf _{g \in \mathcal{G}_{k}} L(g)-L\left(g_{*}\right)+\frac{\mathbb{E} \log \Delta^{\mathcal{G}_{k}}\left(X_{1}, \ldots, X_{n}\right)}{n h}\right]+C \frac{t+\log N}{n h} .
$$

Thus, this penalization method is adaptive to unknown noise parameter $h$.
We conclude this section with stating a result of Massart [73, 74] that can be derived based on the approach of Theorem 6.4. Suppose that $\left\{\mathcal{F}_{k}\right\}$ is a sequence of function classes such that condition (4.4) holds for each class $\mathcal{F}_{k}$ with some constant $D_{k} \geq 1$, i.e.,

$$
D_{k}\left(P f-P f_{*}\right) \geq \rho_{P}^{2}\left(f, f_{*}\right) \geq \operatorname{Var}_{P}\left(f-f_{*}\right) .
$$

We will assume that the sequence $\left\{D_{k}\right\}$ is nondecreasing. Denote

$$
\bar{\delta}_{n}^{\varepsilon}(k):=D_{k}^{-1} \omega_{n}^{\sharp}\left(\frac{\varepsilon}{K D_{k}}\right)+\frac{K D_{k} t_{k}}{n \varepsilon} .
$$

If $K$ is large enough, then Lemma 4.1 implies that the following bound holds:

$$
\bar{\delta}_{n}(k):=\sigma_{n}^{t_{k}}\left(\mathcal{F}_{k} ; P\right) \leq \varepsilon\left(\inf _{\mathcal{F}_{k}} P f-P f_{*}\right)+\bar{\delta}_{n}^{\varepsilon}(k) .
$$

Also, it follows from the proof of Theorem 4.3 that $\bar{\delta}_{n}(k)$ is an admissible excess risk bound of level $1-C_{q} e^{-t_{k}}$.

Suppose that for each $k$ there exist a data dependent bound $\hat{\delta}_{n}^{\varepsilon}(k)$ and a distribution dependent bound $\tilde{\delta}_{n}^{\varepsilon}(k)$ such that

$$
\mathbb{P}\left\{\bar{\delta}_{n}^{\varepsilon}(k) \leq \hat{\delta}_{n}^{\varepsilon}(k) \leq \tilde{\delta}_{n}^{\varepsilon}(k)\right\} \geq 1-p_{k}, k \geq 1
$$

Define the following penalties:

$$
\hat{\pi}_{n}^{\varepsilon}(k):=3 \hat{\delta}_{n}^{\varepsilon}(k)+\frac{\hat{K} D_{k} t_{k}}{\varepsilon n} \text { and } \tilde{\pi}_{n}^{\varepsilon}(k):=3 \tilde{\delta}_{n}^{\varepsilon}(k)+\frac{\tilde{K} D_{k} t_{k}}{\varepsilon n}
$$

with some numerical constants $\hat{K}, \tilde{K}$. Let

$$
\hat{k}:=\operatorname{argmin}_{k \geq 1}\left[\min _{f \in \mathcal{F}_{k}} P_{n} f+\hat{\pi}_{n}^{\varepsilon}(k)\right]
$$

and $\hat{f}:=\hat{f}_{\hat{k}}$.

Theorem 6.5 There exist numerical constants $\hat{K}, \tilde{K}, C$ such that for any sequence $\left\{t_{k}\right\}$ of positive numbers,

$$
\mathbb{P}\left\{P \hat{f}-P f_{*} \geq \frac{1+\varepsilon}{1-\varepsilon} \inf _{k \geq 1}\left\{\inf _{f \in \mathcal{F}_{k}} P f-P f_{*}+\tilde{\pi}_{n}^{\varepsilon}(k)\right\}\right\} \leq \sum_{k=1}^{\infty}\left(p_{k}+(C+1) e^{-t_{k}}\right)
$$

To prove this result one has to extend theorem 6.4 to the case when condition (6.8) holds for each function class $\mathcal{F}_{k}$ with a different link function $\varphi_{k}$ and to use this extension for $\varphi_{k}(u)=u^{2} / D_{k}$ and $\varphi_{k}^{*}(v)=D_{k} v^{2} / 4$.

## 7 Linear Programming in Sparse Recovery

### 7.1 Sparse Recovery and Neighborliness of Convex Polytopes

Let $\mathcal{H}:=\left\{h_{1}, \ldots, h_{N}\right\}$ be a given finite set of measurable functions from $S$ into $\mathbb{R}$. In what follows, it will be called a dictionary. Given $J \subset\{1, \ldots, N\}$, we will write $d(J):=\operatorname{card}(J)$. For $\lambda=\left(\lambda_{1}, \ldots, \lambda_{N}\right) \in \mathbb{R}^{N}$, denote

$$
f_{\lambda}=\sum_{j=1}^{N} \lambda_{j} h_{j}, \quad J_{\lambda}=\operatorname{supp}(\lambda):=\left\{j: \lambda_{j} \neq 0\right\} \quad \text { and } d(\lambda):=d\left(J_{\lambda}\right)
$$

Suppose that a function

$$
f_{*} \in \text { l.s. }(\mathcal{H})=\left\{f_{\lambda}: \lambda \in \mathbb{R}^{N}\right\}
$$

from the linear span of the dictionary is observed (measured) at points $X_{1}, \ldots, X_{n} \in S$. For simplicity, we first assume that there is no noise in the observations:

$$
Y_{j}=f_{*}\left(X_{j}\right), j=1, \ldots, n
$$

The goal is to recover a representation of $f_{*}$ in the dictionary. We are mostly interested in the case when $N>n$ (in fact, $N$ can be much larger than $n$ ). Define

$$
L:=\left\{\lambda \in \mathbb{R}^{N}: f_{\lambda}\left(X_{j}\right)=Y_{j}, j=1, \ldots, n\right\}
$$

Then, $L$ is an affine subspace of dimension at least $N-n$, so, the representation of $f_{*}$ in the dictionary is not unique. In such cases, it is often of interest to find the sparsest representation, which means solving the problem

$$
\begin{equation*}
\|\lambda\|_{\ell_{0}}=\sum_{j=1}^{N} I\left(\lambda_{j} \neq 0\right) \longrightarrow \min , \lambda \in L \tag{7.1}
\end{equation*}
$$

If we introduce the following $n \times N$ matrix

$$
A:=\left(h_{j}\left(X_{i}\right): 1 \leq i \leq n, 1 \leq j \leq N\right)
$$

and denote $\vec{Y}$ the vector with components $Y_{1}, \ldots, Y_{n}$, then problem (7.1) can be also rewritten as

$$
\begin{equation*}
\|\lambda\|_{\ell_{0}}=\sum_{j=1}^{N} I\left(\lambda_{j} \neq 0\right) \longrightarrow \min , \quad A \lambda=\vec{Y} . \tag{7.2}
\end{equation*}
$$

When $N$ is large, such problems are computationally intractable since the function to be minimized is non-smooth and non-convex. Essentially, solving (7.2) would require searching through all $2^{N}$ coordinate subspaces of $\mathbb{R}^{N}$. Because of this, the following convex relaxation of the problem is frequently used:

$$
\begin{equation*}
\|\lambda\|_{\ell_{1}}=\sum_{j=1}^{N}\left|\lambda_{j}\right| \longrightarrow \min , \lambda \in L, \tag{7.3}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\|\lambda\|_{\ell_{1}}=\sum_{j=1}^{N}\left|\lambda_{j}\right| \longrightarrow \min , A \lambda=\vec{Y} \tag{7.4}
\end{equation*}
$$

The last minimization problem is convex and, moreover, it is a linear programming problem. However, the question is whether solving (7.3) has anything to do with solving (7.1). Next result (due to Donoho [37]) gives an answer to this question by reducing it to some interesting problems in the geometry of convex polytopes. To formulate the result, define

$$
P:=A U_{\ell_{1}}=\operatorname{conv}\left(\left\{a_{1},-a_{1}, \ldots, a_{N},-a_{N}\right\}\right)
$$

where

$$
U_{\ell_{1}}:=\left\{\lambda \in \mathbb{R}^{N}:\|\lambda\|_{\ell_{1}} \leq 1\right\}
$$

is the unit ball in $\ell_{1}$ and $a_{1}, \ldots, a_{N} \in \mathbb{R}^{n}$ are columns of matrix $A$. (In what follows, $U_{B}$ denotes the closed unit ball centered at 0 of a Banach space $B$ ).

Clearly, $P$ is a centrally symmetric convex polytope in $\mathbb{R}^{n}$ with at most $2 N$ vertices. Such a centrally symmetric polytope is called d-neighborly if any set of $d+1$ vertices that does not contain antipodal vertices (such as $a_{k}$ and $-a_{k}$ ) spans a face of $P$.

Theorem 7.1 Suppose that $N>n$. The following two statements are equivalent:
(i) The polytope $P$ has $2 N$-vertices and is d-neighborly;
(ii) Any solution $\lambda$ of the system of linear equations $A \lambda=\vec{Y}$ such that $d(\lambda) \leq d$ is the unique solution of problem (7.4).

The unit ball $U_{\ell_{1}}$ of $\ell_{1}$ is a trivial example of an $N$-neighborly centrally symmetric polytope. However, it is hard to find nontrivial constructive examples of such polytopes with a "high neighborliness". Their existence is usually proved by a probabilistic method, for instance, by choosing the design matrix $A$ at random and showing that the resulting random polytope $P$ is $d$-neighborly for sufficiently large $d$ with a high probability. The problem has been studied for several classes of random matrices (projections on an $n$ dimensional subspace picked at random from the Grassmannian of all $n$-dimensional subspaces; random matrices with i.i.d. Gaussian or Bernoulli entries, etc) both in the case of centrally symmetric polytopes and without the restriction of central symmetry, see Vershik and Sporyshev [96], Affentranger and Schneider [1] and, in connection with sparse recovery, Donoho [37], Donoho and Tanner [38]. The approach taken in these papers is based on rather subtle geometric analysis of the properties of high-dimensional convex polytopes, in particular, on computation of their internal and external angles. This leads to rather sharp estimates of the largest $d$ for which the neighborliness still holds (in other words, for which the phase transition occurs and the polytope starts losing faces). Here we follow another approach that is close to Rudelson and Vershynin [82] and Mendelson, Pajor and Tomczak-Jaegermann [78]. This approach is more probabilistic, it is much simpler and it addresses the sparse recovery problem more directly. On the other hand, it does not give precise bounds on the maximal $d$ for which sparse recovery is possible (although it still provides correct answers up to constants).

### 7.2 Geometric Properties of the Dictionary

For $J \subset\{1, \ldots, N\}$ and $b \in[0,+\infty]$, define the following cone consisting of vectors whose "dominant coordinates" are in $J$ :

$$
C_{b, J}:=\left\{u \in \mathbb{R}^{N}: \sum_{j \notin J}\left|u_{j}\right| \leq b \sum_{j \in J}\left|u_{j}\right|\right\} .
$$

Clearly, for $b=+\infty, C_{b, J}=\mathbb{R}^{N}$. For $b=0, C_{b, J}$ is the linear subspace $\mathbb{R}^{J}$ of vectors $u \in \mathbb{R}^{N}$ with $\operatorname{supp}(u) \subset J$. For $b=1$, we will write $C_{J}:=C_{1, J}$. Such cones will be called cones of dominant coordinates and some norms in $\mathbb{R}^{N}$ will be compared on these cones.

Some useful geometric properties of the cones of dominant coordinates will be summarized in the following lemma. It includes several well known facts (see Candes and Tao [29], proof of Theorem 1; Ledoux and Talagrand [68], p. 421; Mendelson, Pajor and Tomczak-Jaegermann [78], Lemma 3.3).

With a minor abuse of notations, we will identify in what follows vectors $u \in \mathbb{R}^{N}$ with suppu $\subset J$, where $J \subset\{1, \ldots, N\}$, with vectors $u=\left(u_{j}: j \in J\right) \in \mathbb{R}^{J}$.

Lemma 7.1 Let $J \subset\{1, \ldots, N\}$ and let $d:=\operatorname{card}(J)$.
(i) Take $u \in C_{b, J}$ and denote $J_{0}:=J$. For $s \geq 1$, $J_{1}$ will denote the set of $s$ coordinates in $\{1, \ldots, N\} \backslash J_{0}$ for which $\left|u_{j}\right|^{\prime} s$ are the largest, $J_{2}$ will be the set of $s$ coordinates in $\{1, \ldots, N\} \backslash\left(J_{0} \cup J_{1}\right)$ for which $\left|u_{j}\right|^{\prime}$ s are the largest, etc. (at the end, there might be fewer than $s$ coordinates left). Denote $u^{(k)}:=\left(u_{j}: j \in J_{k}\right)$. Then $u=\sum_{k \geq 0} u^{(k)}$ and

$$
\sum_{k \geq 2}\left\|u^{(k)}\right\|_{\ell_{2}} \leq \frac{b}{\sqrt{s}} \sum_{j \in J}\left|u_{j}\right| \leq b \sqrt{\frac{d}{s}}\left(\sum_{j \in J}\left|u_{j}\right|^{2}\right)^{1 / 2} .
$$

In addition,

$$
\|u\|_{\ell_{2}} \leq\left(b \sqrt{\frac{d}{s}}+1\right)\left(\sum_{j \in J_{0} \cup J_{1}}\left|u_{j}\right|^{2}\right)^{1 / 2} .
$$

(ii) Denote

$$
K_{J}:=C_{b, J} \cap U_{B_{\ell_{2}}} .
$$

There exists a set $\mathcal{M}_{d} \subset U_{\ell_{2}}$ such that $d(u) \leq d, u \in \mathcal{M}_{d}$,

$$
\operatorname{card}\left(\mathcal{M}_{d}\right) \leq 5^{d}\binom{N}{\leq d}
$$

and

$$
K_{J} \subset 2(2+b) \operatorname{conv}\left(\mathcal{M}_{d}\right) .
$$

Proof. To prove (i), note that, for all $j \in J_{k+1}$,

$$
\left|u_{j}\right| \leq \frac{1}{s} \sum_{i \in J_{k}}\left|u_{i}\right|,
$$

implying that

$$
\left(\sum_{j \in J_{k+1}}\left|u_{j}\right|^{2}\right)^{1 / 2} \leq \frac{1}{\sqrt{s}} \sum_{j \in J_{k}}\left|u_{j}\right| .
$$

Add these inequalities for $k=1,2, \ldots$ to get

$$
\sum_{k \geq 2}\left\|u^{(k)}\right\|_{\ell_{2}} \leq \frac{1}{\sqrt{s}} \sum_{j \notin J}\left|u_{j}\right| \leq \frac{b}{\sqrt{s}} \sum_{j \in J}\left|u_{j}\right| \leq b \sqrt{\frac{d}{s}}\left(\sum_{j \in J}\left|u_{j}\right|^{2}\right)^{1 / 2} \leq b \sqrt{\frac{d}{s}}\left(\sum_{j \in J \cup J_{1}}\left|u_{j}\right|^{2}\right)^{1 / 2}
$$

Therefore, for $u \in C_{J}$,

$$
\|u\|_{\ell_{2}} \leq\left(b \sqrt{\frac{d}{s}}+1\right)\left(\sum_{j \in J_{0} \cup J_{1}}\left|u_{j}\right|^{2}\right)^{1 / 2} .
$$

To prove (ii) note that

$$
K_{J} \subset(2+b) \operatorname{conv}\left(\bigcup B_{I}: I \subset\{1, \ldots, N\}, d(I) \leq d\right)
$$

where

$$
B_{I}:=\left\{\left(u_{i}: i \in I\right): \sum_{i \in I}\left|u_{i}\right|^{2} \leq 1\right\} .
$$

Indeed, it is enough to consider $u \in K_{J}$ and to use statement (i) with $s=d$. Then, we have $u^{(0)} \in B_{J_{0}}, u^{(1)} \in B_{J_{1}}$ and

$$
\sum_{k \geq 2} u^{(k)} \in b \operatorname{conv}\left(\bigcup B_{I}: I \subset\{1, \ldots, N\}, d(I) \leq d\right)
$$

It is easy to see that if $B$ is the unit Euclidean ball in $\mathbb{R}^{d}$ and $M$ is a $1 / 2$-net of this ball, then

$$
B \subset 2 \operatorname{conv}(M)
$$

Here is a sketch of the proof of the last claim. For convex sets $C_{1}, C_{2} \subset \mathbb{R}^{N}$, denote by $C_{1}+C_{2}$ their Minkowski sum

$$
C_{1}+C_{2}=\left\{x_{1}+x_{2}: x_{1} \in C_{1}, x_{2} \in C_{2}\right\} .
$$

It follows that

$$
\begin{gathered}
B \subset M+\frac{1}{2} B \subset \operatorname{conv}(M)+\frac{1}{2} B \subset \operatorname{conv}(M)+\frac{1}{2} \operatorname{conv}(M)+\frac{1}{4} B \subset \ldots \\
\operatorname{conv}(M)+\frac{1}{2} \operatorname{conv}(M)+\frac{1}{4} \operatorname{conv}(M)+\cdots \subset 2 \operatorname{conv}(M) .
\end{gathered}
$$

For each $I$ with $d(I)=d$, denote $M_{I}$ a minimal $1 / 2$-net of $B_{I}$. Then,

$$
K_{J} \subset 2(2+b) \operatorname{conv}\left(\bigcup M_{I}: I \subset\{1, \ldots, N\}, d(I) \leq d\right)=: 2(2+b) \operatorname{conv}\left(\mathcal{M}_{d}\right)
$$

By an easy combinatorial argument,

$$
\operatorname{card}\left(\mathcal{M}_{d}\right) \leq 5^{d}\binom{N}{\leq d}
$$

so, the proof is complete.

In what follows, we will need several geometric characteristics of the dictionary $\mathcal{H}$.
Given a probability measure $\Pi$ on $S$, denote

$$
\beta^{(b)}(J ; \Pi):=\inf \left\{\beta>0: \sum_{j \in J}\left|\lambda_{j}\right| \leq \beta\left\|\sum_{j=1}^{N} \lambda_{j} h_{j}\right\|_{L_{1}(\Pi)}, \lambda \in C_{b, J}\right\}
$$

and

$$
\beta_{2}^{(b)}(J ; \Pi):=\inf \left\{\beta>0: \sum_{j \in J}\left|\lambda_{j}\right|^{2} \leq \beta^{2}\left\|\sum_{j=1}^{N} \lambda_{j} h_{j}\right\|_{L_{2}(\Pi)}^{2}, \lambda \in C_{b, J}\right\} .
$$

We will denote

$$
\beta(J, \Pi):=\beta^{(1)}(J, \Pi), \quad \beta_{2}(J, \Pi):=\beta_{2}^{(1)}(J, \Pi) .
$$

As soon as the distribution $\Pi$ is fixed, we will often suppress $\Pi$ in our notations and write $\beta(J), \beta_{2}(J)$, etc. In the case when $J=\emptyset$, we set $\beta^{(b)}(J)=\beta_{2}^{(b)}(J)=0$. Note that if $J \neq \emptyset$ and $h_{1}, \ldots, h_{N}$ are linearly independent in $L_{1}(\Pi)$ or in $L_{2}(\Pi)$, then, for all $b \in(0,+\infty), \beta^{(b)}(J)<+\infty$ or, respectively, $\beta_{2}^{(b)}(J)<+\infty$. In the case of orthonormal dictionary, $\beta_{2}^{(b)}(J)=1$.

We will use several properties of $\beta^{(b)}(J)$ and $\beta_{2}^{(b)}(J)$ and their relationships with other common characteristics of the dictionary.

Let $\kappa(J)$ denote the minimal eigenvalue of the Gram matrix $\left(\left\langle h_{i}, h_{j}\right\rangle_{L_{2}(\Pi)}\right)_{i, j \in J}$. Also denote $L_{J}$ the linear span of $\left\{h_{j}: j \in J\right\}$ and let

$$
\rho(J):=\sup _{f \in L_{J}, g \in L_{J c}, f, g \neq 0}\left|\frac{\langle f, g\rangle_{L_{2}(\Pi)}}{\|f\|_{L_{2}(\Pi)}\|g\|_{L_{2}(\Pi)}}\right| .
$$

Thus, $\rho(J)$ is the largest "correlation coefficient" (or the largest cosine of the angle) between functions in the linear span of a subset $\left\{h_{j}: j \in J\right\}$ of the dictionary and the linear span of its complement (compare $\rho(J)$ with the notion of canonical correlation
in multivariate statistical analysis). In fact, we will rather need a somewhat different quantity defined in terms of the cone $C_{b, J}$ :

$$
\rho^{(b)}(J):=\sup _{\lambda \in C_{b, J}} \frac{\left|\left\langle\sum_{j \in J} \lambda_{j} h_{j}, \sum_{j \notin J} \lambda_{j} h_{j}\right\rangle_{L_{2}(\Pi)}\right|}{\left\|\sum_{j \in J} \lambda_{j} h_{j}\right\|_{L_{2}(\Pi)}\left\|\sum_{j \notin J} \lambda_{j} h_{j}\right\|_{L_{2}(\Pi)}} .
$$

Clearly, $\rho^{(b)}(J) \leq \rho(J)$.
Proposition 7.1 The following bound holds:

$$
\begin{equation*}
\beta_{2}(J) \leq \frac{1}{\sqrt{\kappa(J)\left(1-\left(\rho^{(b)}(J)\right)^{2}\right)}} . \tag{7.5}
\end{equation*}
$$

Proof. Indeed, the next inequality is obvious

$$
\left\|\sum_{j \in J} \lambda_{j} h_{j}\right\|_{L_{2}(\Pi)} \leq\left(1-\left(\rho^{(b)}(J)\right)^{2}\right)^{-1 / 2}\left\|\sum_{j=1}^{N} \lambda_{j} h_{j}\right\|_{L_{2}(\Pi)}
$$

since for $f=\sum_{j \in J} \lambda_{j} h_{j}$ and $g=\sum_{j \notin J} \lambda_{j} h_{j}$, we have

$$
\|f+g\|_{L_{2}(\Pi)}^{2}=\left(1-\cos ^{2}(\alpha)\right)\|f\|_{L_{2}(\Pi)}^{2}+\left(\|f\|_{L_{2}(\Pi)} \cos (\alpha)+\|g\|_{L_{2}(\Pi)}\right)^{2} \geq\left(1-\left(\rho^{(b)}(J)\right)^{2}\right)\|f\|_{L_{2}(\Pi)}^{2},
$$

where $\alpha$ is the angle between $f$ and $g$. This yields

$$
\left(\sum_{j \in J}\left|\lambda_{j}\right|^{2}\right)^{1 / 2} \leq \frac{1}{\sqrt{\kappa(J)}}\left\|\sum_{j \in J} \lambda_{j} h_{j}\right\|_{L_{2}(\Pi)} \leq \frac{1}{\sqrt{\kappa(J)\left(1-\left(\rho^{(b)}(J)\right)^{2}\right)}}\left\|\sum_{j=1}^{N} \lambda_{j} h_{j}\right\|_{L_{2}(\Pi)},
$$

which implies (7.5).

Lemma 7.1 can be used to provide upper bounds on $\beta_{2}^{(b)}(J)$. To formulate such bounds, we first introduce so called restricted isometry constants.

For $d=1, \ldots, N$, let $\delta_{d}(\Pi)$ be the smallest $\delta>0$ such that, for all $\lambda \in \mathbb{R}^{N}$ with $d(\lambda) \leq d$,

$$
(1-\delta)\|\lambda\|_{\ell_{2}} \leq\left\|\sum_{j=1}^{N} \lambda_{j} h_{j}\right\|_{L_{2}(\Pi)} \leq(1+\delta)\|\lambda\|_{\ell_{2}}
$$

If $\delta_{d}(\Pi)<1$, then $d$-dimensional subspaces spanned on subsets of the dictionary and equipped with (a) the $L_{2}(\Pi)$-norm and (b) the $\ell_{2}$-norm on vectors of coefficients are "almost" isometric. For a given dictionary $\left\{h_{1}, \ldots, h_{N}\right\}$, the quantity $\delta_{d}(\Pi)$ will be called
the restricted isometry constant of dimension $d$ with respect to measure $\Pi$. The dictionary satisfies a restricted isometry condition in $L_{2}(\Pi)$ if $\delta_{d}(\Pi)$ is sufficiently small for a sufficiently large value of $d$ (that, in sparse recovery, is usually related to the underlying "sparsity" of the problem).

For $I, J \subset\{1, \ldots, N\}, I \cap J=\emptyset$, denote

$$
r(I ; J):=\sup _{f \in L_{I}, g \in L_{J}, f, g \neq 0}\left|\frac{\langle f, g\rangle_{L_{2}(\Pi)}}{\|f\|_{L_{2}(\Pi)}\|g\|_{L_{2}(\Pi)}}\right|
$$

Note that $\rho(J)=r\left(J, J^{c}\right)$. Let

$$
\rho_{d}:=\max \{r(I, J): I, J \subset\{1, \ldots, N\}, I \cap J=\emptyset, \operatorname{card}(I)=2 d, \operatorname{card}(J)=d\} .
$$

This quantity measures the correlation between linear spans of disjoint parts of the dictionary of fixed "small cardinalities", in this case, $d$ and $2 d$.

Define

$$
m_{d}:=\inf \left\{\left\|f_{u}\right\|_{L_{2}(\Pi)}: u \in \mathbb{R}^{N},\|u\|_{\ell_{2}}=1, d(u) \leq d\right\}
$$

and

$$
M_{d}:=\sup \left\{\left\|f_{u}\right\|_{L_{2}(\Pi)}: u \in \mathbb{R}^{N},\|u\|_{\ell_{2}}=1, d(u) \leq d\right\}
$$

If $m_{d} \leq 1 \leq M_{d} \leq 2$, the restricted isometry constant can be written as

$$
\delta_{d}=\left(M_{d}-1\right) \vee\left(1-m_{d}\right) .
$$

Lemma 7.2 Suppose $J \subset\{1, \ldots, N\}, d(J)=d$ and $\rho_{d}<\frac{m_{2 d}}{b M_{2 d}}$. Then

$$
\beta_{2}^{(b)}(J) \leq \frac{1}{m_{2 d}-b \rho_{d} M_{2 d}}
$$

Proof. Denote $P_{I}$ the orthogonal projection on $L_{I} \subset L_{2}(\Pi)$. Under the notations of Lemma 7.1, for all $u \in C_{J}$,

$$
\begin{aligned}
\left\|\sum_{j=1}^{N} u_{j} h_{j}\right\|_{L_{2}(\Pi)} \geq & \left\|P_{J_{0} \cup J_{1}} \sum_{j=1}^{N} u_{j} h_{j}\right\|_{L_{2}(\Pi)} \geq\left\|\sum_{j \in J_{0} \cup J_{1}} u_{j} h_{j}\right\|_{L_{2}(\Pi)}-\left\|P_{J_{0} \cup J_{1}} \sum_{j \notin J_{0} \cup J_{1}} u_{j} h_{j}\right\|_{L_{2}(\Pi)} \geq \\
& \left\|\sum_{j \in J_{0} \cup J_{1}} u_{j} h_{j}\right\|_{L_{2}(\Pi)}-\sum_{k \geq 2}\left\|P_{J_{0} \cup J_{1}} \sum_{j \in J_{k}} u_{j} h_{j}\right\|_{L_{2}(\Pi)} \geq \\
& \left\|\sum_{j \in J_{0} \cup J_{1}} u_{j} h_{j}\right\|_{L_{2}(\Pi)}-\rho_{d} \sum_{k \geq 2}\left\|\sum_{j \in J_{k}} u_{j} h_{j}\right\|_{L_{2}(\Pi)} \geq
\end{aligned}
$$

$$
\begin{gathered}
\left\|\sum_{j \in J_{0} \cup J_{1}} u_{j} h_{j}\right\|_{L_{2}(\Pi)}-\rho_{d} M_{2 d} \sum_{k \geq 2}\left\|u^{(k)}\right\|_{\ell_{2}} \geq \\
\left\|\sum_{j \in J_{0} \cup J_{1}} u_{j} h_{j}\right\|_{L_{2}(\Pi)}-b \rho_{d} M_{2 d}\left(\sum_{j \in J \cup J_{1}}\left|u_{j}\right|^{2}\right) \geq \\
\left\|\sum_{j \in J_{0} \cup J_{1}} u_{j} h_{j}\right\|_{L_{2}(\Pi)}-b \rho_{d} \frac{M_{2 d}}{m_{2 d}}\left\|_{j \in J_{0} \cup J_{1}} u_{j} h_{j}\right\|_{L_{2}(\Pi)}=\left(1-b \rho_{d} \frac{M_{2 d}}{m_{2 d}}\right)\left\|_{j \in J_{0} \cup J_{1}} u_{j} h_{j}\right\|_{L_{2}(\Pi)} .
\end{gathered}
$$

On the other hand,

$$
\left(\sum_{j \in J}\left|u_{j}\right|^{2}\right)^{1 / 2} \leq\left(\sum_{j \in J_{0} \cup J_{1}}\left|u_{j}\right|^{2}\right)^{1 / 2} \leq m_{2 d}^{-1}\left\|\sum_{j \in J_{0} \cup J_{1}} u_{j} h_{j}\right\|_{L_{2}(\Pi)},
$$

implying that

$$
\left(\sum_{j \in J}\left|u_{j}\right|^{2}\right)^{1 / 2} \leq m_{2 d}^{-1}\left(1-b \rho_{d} \frac{M_{2 d}}{m_{2 d}}\right)^{-1}\left\|\sum_{j=1}^{N} u_{j} h_{j}\right\|_{L_{2}(\Pi)}
$$

Therefore,

$$
\beta_{2}(J) \leq \frac{1}{m_{2 d}-b \rho_{d} M_{2 d}} .
$$

It is easy to check that

$$
\rho_{d} \leq \frac{1}{2}\left[\left(\frac{1+\delta_{3 d}}{1-\delta_{2 d}}\right)^{2}+\left(\frac{1+\delta_{3 d}}{1-\delta_{d}}\right)^{2}-2\right] \bigvee \frac{1}{2}\left[2-\left(\frac{1-\delta_{3 d}}{1+\delta_{2 d}}\right)^{2}-\left(\frac{1-\delta_{3 d}}{1+\delta_{d}}\right)^{2}\right]
$$

Together with Lemma 7.2 this implies that $\beta_{2}(J)<+\infty$ for any set $J$ such that $\operatorname{card}(J) \leq$ $d$ provided that $\delta_{3 d} \leq \frac{1}{8}$ (a sharper condition is also possible).

We will give a simple modification of Lemma 7.2 in spirit of [14].

Lemma 7.3 Suppose $J \subset\{1, \ldots, N\}, d(J)=d$ and, for some $s \geq 1$,

$$
\frac{M_{s}}{m_{d+s}}<\frac{1}{b} \sqrt{\frac{s}{d}} .
$$

Then

$$
\beta_{2}^{(b)}(J) \leq \frac{\sqrt{s}}{\sqrt{s} m_{d+s}-b \sqrt{d} M_{s}} .
$$

Proof. For all $u \in C_{b, J}$,

$$
\left(\sum_{j \in J}\left|u_{j}\right|^{2}\right)^{1 / 2} \leq \frac{1}{m_{d+s}}\left\|\sum_{j \in J \cup J_{1}} u_{j} h_{j}\right\|_{L_{2}(\Pi)} \leq \frac{1}{m_{d+s}}\left\|\sum_{j=1}^{N} u_{j} h_{j}\right\|_{L_{2}(\Pi)}+\frac{1}{m_{d+s}}\left\|\sum_{j \notin J \cup J_{1}} u_{j} h_{j}\right\|_{L_{2}(\Pi)}
$$

To bound the last norm in the right hand side, note that

$$
\left\|\sum_{j \notin J \cup J_{1}} u_{j} h_{j}\right\|_{L_{2}(\Pi)} \leq \sum_{k \geq 2}\left\|\sum_{j \in J_{k}} u_{j} h_{j}\right\|_{L_{2}(\Pi)} \leq M_{s} \sum_{k \geq 2}\left\|u^{(k)}\right\|_{\ell_{2}} \leq M_{s} \sqrt{\frac{d}{s}}\left(\sum_{j \in J}\left|u_{j}\right|^{2}\right)^{1 / 2} .
$$

This yields the bound

$$
\left(\sum_{j \in J}\left|u_{j}\right|^{2}\right)^{1 / 2} \leq \frac{1}{m_{d+s}}\left\|\sum_{j=1}^{N} u_{j} h_{j}\right\|_{L_{2}(\Pi)}+\frac{M_{s}}{m_{d+s}} \sqrt{\frac{d}{s}}\left(\sum_{j \in J}\left|u_{j}\right|^{2}\right)^{1 / 2}
$$

which implies the result.

In what follows, we will use several quantities that describe a way in which vectors in $\mathbb{R}^{N}$, especially, sparse vectors, are "aligned" with the dictionary. We will use the following definitions.

Let $D \subset \mathbb{R}^{N}$ be a convex set. For $\lambda \in D$, denote

$$
T_{D}(\lambda):=\left\{v \in \mathbb{R}^{N}: \exists t>0 \lambda+v t \in D\right\} .
$$

The set $T_{D}(\lambda)$ will be called the tangent cone of convex set $D$ at point $\lambda$ (note that in the literature on convex analysis it is more common to refer to the closure of the set $T_{D}(\lambda)$ as "tangent cone"). Recall that

$$
H:=\left(\left\langle h_{i}, h_{j}\right\rangle_{L_{2}(\Pi)}\right)_{i, j=1, \ldots, N}
$$

denotes the Gram matrix of the dictionary in the space $L_{2}(\Pi)$. Whenever it is convenient, $H$ will be viewed as a linear transformation of $\mathbb{R}^{N}$. For a vector $w \in \mathbb{R}^{N}$ and $b>0$, we will denote $C_{b, w}:=C_{b, \operatorname{supp}(w)}$, which is a cone of vectors whose "dominant" coordinates are in $\operatorname{supp}(w)$.

Now define

$$
a_{H}^{(b)}(D, \lambda, w):=\sup \left\{\langle w, u\rangle_{\ell_{2}}: u \in-T_{D}(\lambda) \cap C_{b, w},\left\|f_{u}\right\|_{L_{2}(\Pi)}=1\right\}, b \in[0,+\infty] .
$$

We will call these quantities the alignment coefficients of vector $w$, matrix $H$ and convex set $D$ at point $\lambda \in D$. In applications that follow, we want the alignment coefficient to be either negative, or, if positive, then small enough.

The geometry of the set $D$ could have an impact on the alignment coefficients for some vectors $w$ that are of interest in sparse recovery problems. For instance, if $L$ is a convex function on $D$ and $\lambda \in D$ is its minimal point, then there exists a subgradient $w \in \partial L(\lambda)$ of $L$ at point $\lambda$ such that, for all $u \in T_{D}(\lambda),\langle w, u\rangle_{\ell_{2}} \geq 0$. This implies that $a_{H}^{(b)}(D, \lambda, w) \leq 0$. If $D=\mathbb{R}^{N}$, then $T_{D}(\lambda)=\mathbb{R}^{N}, \lambda \in \mathbb{R}^{N}$. In this case, we will write

$$
a_{H}^{(b)}(w):=a_{H}^{(b)}\left(\mathbb{R}^{N}, \lambda, w\right)=\sup \left\{\langle w, u\rangle_{\ell_{2}}: u \in C_{b, w},\left\|f_{u}\right\|_{L_{2}(\Pi)}=1\right\}
$$

Despite the fact that the geometry of set $D$ might be important, often, we are not taking it into account and replace $a_{H}^{(b)}(D, \lambda, w)$ by its upper bound $a_{H}^{(b)}(w)$.

Note that

$$
\left\|f_{u}\right\|_{L_{2}(\Pi)}^{2}=\langle H u, u\rangle_{\ell_{2}}=\left\langle H^{1 / 2} u, H^{1 / 2} u\right\rangle_{\ell_{2}}
$$

We will frequently use the following form of alignment coefficient

$$
a_{H}^{(\infty)}(D, \lambda, w):=\sup \left\{\langle w, u\rangle_{\ell_{2}}: u \in-T_{D}(\lambda),\left\|f_{u}\right\|_{L_{2}(\Pi)}=1\right\}
$$

or rather a simpler upper bound

$$
a_{H}^{(\infty)}(w)=a_{H}^{(\infty)}\left(\mathbb{R}^{N}, \lambda, w\right)=\sup \left\{\langle w, u\rangle_{\ell_{2}}:\left\|f_{u}\right\|_{L_{2}(\Pi)}=1\right\}
$$

The last quantity is a seminorm in $\mathbb{R}^{N}$ and, for all $b$, we have

$$
a_{H}^{(b)}(w) \leq a_{H}^{(\infty)}(w)=\sup _{\left\|H^{1 / 2} u\right\|_{\ell_{2}}=1}\langle w, u\rangle_{\ell_{2}}=:\|w\|_{H}
$$

If $H$ is nonsingular, we can further write

$$
\|w\|_{H}=\sup _{\left\|H^{1 / 2} u\right\|_{\ell_{2}}=1}\left\langle H^{-1 / 2} w, H^{1 / 2} u\right\rangle_{\ell_{2}}=\left\|H^{-1 / 2} w\right\|_{\ell_{2}}
$$

Even when $H$ is singular, we still have $\|w\|_{H} \leq\left\|H^{-1 / 2} w\right\|_{\ell_{2}}$, where, for $w \in \operatorname{Im}\left(H^{1 / 2}\right)=$ $H^{1 / 2} \mathbb{R}^{N}$, one defines

$$
\left\|H^{-1 / 2} w\right\|_{\ell_{2}}:=\inf \left\{\|v\|_{\ell_{2}}: H^{1 / 2} v=w\right\}
$$

(which means factorization of the space with respect to $\operatorname{Ker}\left(H^{1 / 2}\right)$ ) and for $w \notin \operatorname{Im}\left(H^{1 / 2}\right)$ the norm $\left\|H^{-1 / 2} w\right\|_{\ell_{2}}$ becomes infinite.

Note also that, for $b=0$,

$$
a_{H}^{(0)}(w)=a_{H}^{(0)}\left(\mathbb{R}^{N}, \lambda, w\right)=\sup \left\{\langle w, u\rangle_{\ell_{2}}:\left\|f_{u}\right\|_{L_{2}(\Pi)}=1, \operatorname{supp}(u)=\operatorname{supp}(w)\right\}
$$

This also defines seminorms on subspaces of vectors $w$ with a fixed support, say, $\operatorname{supp}(w)=$ $J$. If $H_{J}:=\left(\left\langle h_{i}, h_{j}\right\rangle_{L_{2}(\Pi)}\right)_{i, j \in J}$ is the corresponding submatrix of the Gram matrix $H$ and $H_{J}$ is nonsingular, then

$$
a_{H}^{(0)}(w)=\left\|H_{J}^{-1 / 2} w\right\|_{\ell_{2}},
$$

so, in this case, the alignment coefficient depends only on "small" submatrices of the Gram matrix corresponding to the support of $w$ (which is, usually, sparse).

When $0<b<+\infty$, the definition of alignment coefficients involves cones of dominant coordinates and their values are between the values in the two extreme cases of $b=0$ and $b=\infty$.

It is easy to bound the alignment coefficient in terms of geometric characteristics of the dictionary introduced earlier in this section. For instance, if $J=\operatorname{supp}(w)$, then

$$
\|w\|_{H} \leq \frac{\|w\|_{\ell_{2}}}{\sqrt{\kappa(J)\left(1-\rho^{2}(J)\right)}} \leq \frac{\|w\|_{\ell_{\infty}} \sqrt{d(J)}}{\sqrt{\kappa(J)\left(1-\rho^{2}(J)\right)}}
$$

where $\kappa(J)$ is the minimal eigenvalue of the matrix $H_{J}=\left(\left\langle h_{i}, h_{j}\right\rangle_{L_{2}(\Pi)}\right)_{i, j \in J}$ and $\rho(J)$ is the "canonical correlation" defined above.

One can also upper bound the alignment coefficient in terms of the quantity

$$
\beta_{2, b}(w ; \Pi):=\beta_{2}^{(b)}(\operatorname{supp}(w) ; \Pi)
$$

Namely, the following bound is straightforward:

$$
a_{H}^{(b)}(w) \leq\|w\|_{\ell_{2}} \beta_{2, b}(w ; \Pi) .
$$

These upper bounds show that the size of the alignment coefficient is controlled by the "sparsity" of the vector $w$ as well as by some characteristics of the dictionary (or its Gram matrix $H$ ). For orthonormal dictionaries and for dictionaries that are close enough to being orthonormal (so that, for instance, $\kappa(J)$ is bounded away from 0 and $\rho^{2}(J)$ is bounded away from 1), the alignment coefficient is bounded from above by a quantity of the order $\|w\|_{\ell_{\infty}} \sqrt{d(J)}$. However, this is only an upper bound and the alignment coefficient itself is a more flexible characteristic of rather complicated geometric relationships between the vector $w$ and the dictionary. Even the quantity $\left\|H^{-1 / 2} w\right\|_{\ell_{2}}$ (a rough upper bound on the alignment coefficient not taking into account the geometry of the cone of dominant coordinates), depends not only on the sparsity of $w$, but also on the way in
which this vector is aligned with the eigenspaces of $H$. If $w$ belongs to the linear span of eigenspaces that correspond to large eigenvalues of $H$, then $\left\|H^{-1 / 2} w\right\|_{\ell_{2}}$ can be of the order $\|w\|_{\ell_{2}}$.

Note that the geometry of the problem is the geometry of the Hilbert space $L_{2}(\Pi)$, so it strongly depends on the unknown distribution $\Pi$ of the design variable.

### 7.3 Sparse Recovery in Noiseless Problems

Let $\Pi_{n}$ denote the empirical measure based on the points $X_{1}, \ldots, X_{n}$ (at the moment, not necessarily random).

Proposition 7.2 Let $\hat{\lambda}$ be a solution of (7.3). If $\lambda^{*} \in L$ and $\beta_{2}\left(J_{\lambda^{*}} ; \Pi_{n}\right)<+\infty$, then $\hat{\lambda}=\lambda^{*}$.

Proof. Since $\hat{\lambda} \in L$ and $\lambda^{*} \in L$, we have

$$
f_{\hat{\lambda}}\left(X_{j}\right)=f_{\lambda^{*}}\left(X_{j}\right), j=1, \ldots, n
$$

implying that $\left\|f_{\hat{\lambda}}-f_{\lambda^{*}}\right\|_{L_{2}\left(\Pi_{n}\right)}=0$. On the other hand, since $\hat{\lambda}$ is a solution of (7.3), we have $\|\hat{\lambda}\|_{\ell_{1}} \leq\left\|\lambda^{*}\right\|_{\ell_{1}}$ implying that

$$
\sum_{j \notin J_{\lambda^{*}}}\left|\hat{\lambda}_{j}\right| \leq \sum_{j \in J_{\lambda^{*}}}\left(\left|\hat{\lambda}_{j}\right|-\left|\lambda_{j}^{*}\right|\right) \leq \sum_{j \in J_{\lambda^{*}}}\left|\hat{\lambda}_{j}-\lambda_{j}^{*}\right| .
$$

Therefore, $\hat{\lambda}-\lambda^{*} \in C_{J_{\lambda^{*}}}$ and

$$
\begin{gathered}
\left\|\hat{\lambda}-\lambda^{*}\right\|_{\ell_{1}} \leq 2 \sum_{j \in J_{\lambda^{*}}}\left|\hat{\lambda}_{j}-\lambda_{j}^{*}\right| \leq 2 \sqrt{d\left(\lambda^{*}\right)}\left(\sum_{j \in J_{\lambda^{*}}}\left|\hat{\lambda}_{j}-\lambda_{j}^{*}\right|^{2}\right)^{1 / 2} \leq \\
2 \beta_{2}\left(J_{\lambda^{*}} ; \Pi_{n}\right) \sqrt{d\left(\lambda^{*}\right)}\left\|f_{\hat{\lambda}}-f_{\lambda^{*}}\right\|_{L_{2}\left(\Pi_{n}\right)}=0
\end{gathered}
$$

implying the result.
In particular, it means that as soon as the restricted isometry condition holds for the empirical distribution $\Pi_{n}$ for a sufficiently large $d$ with a sufficiently small $\delta_{d}$ (to be more precise, as soon as $\left.\delta_{3 d}\left(\Pi_{n}\right) \leq 1 / 8\right)$, (7.3) provides a solution of the sparse recovery problem for any target vector $\lambda^{*}$ such that $f_{*}=f_{\lambda^{*}}$ and $d\left(\lambda^{*}\right) \leq d$. The restricted isometry condition for $\Pi_{n}$ (which can be also viewed as a condition on the design matrix A) has been also referred to as the uniform uncertainty principle (UUP) (see, e.g., Candes and Tao [29]). It is computationally hard to check UUP for a given large design matrix
$A$. Moreover, it is hard to construct $n \times N$-matrices for which UUP holds. The main approach is based on using random matrices of special type and proving that for such matrices UUP holds for a sufficiently large $d$ with a high probability. We will discuss below a slightly different approach in which it is assumed that the design points $X_{1}, \ldots, X_{n}$ are i.i.d. with common distribution $\Pi$. It will be proved directly (without checking UUP for the random matrix $A$ ) that under certain conditions (7.3) does provide a solution of sparse recovery problem with a high probability.

In what follows, we frequently use Orlicz norms $\|\cdot\|_{\psi}$ for random variables, most often, with $\psi=\psi_{1}, \psi_{1}(x):=e^{|x|}-1$ or $\psi=\psi_{2}, \psi_{2}(x):=e^{x^{2}}-1$. For any convex nondecreasing function $\psi: \mathbb{R}_{+} \mapsto \mathbb{R}_{+}$with $\psi(0)=0$, it is defined as

$$
\|\eta\|_{\psi}:=\inf \left\{C>0: \mathbb{E} \psi\left(\frac{|\eta|}{C}\right) \leq 1\right\}
$$

(see Ledoux and Talagrand [68], van der Vaart and Wellner [95], de la Pena and Giné [32]). If we want to emphasize the dependence of the Orlicz norms on the probability measure, we will write $\|\cdot\|_{L_{\psi}(\mathbb{P})}$ (similarly, $\|\cdot\|_{L_{\psi}(P)},\|\cdot\|_{L_{\psi}(\Pi)}$, etc.)

Define

$$
\Lambda_{S}:=\left\{\lambda \in \mathbb{R}^{N}: C \beta\left(J_{\lambda} ; \Pi\right) \max _{1 \leq k \leq N}\left\|h_{k}(X)\right\|_{\psi_{1}} \sqrt{\frac{A \log N}{n}} \leq 1 / 4\right\} .
$$

We will interpret $\Lambda_{S}$ as a set of "sparse" vectors. Note that in the case when the dictionary is $L_{2}(\Pi)$-orthonormal,

$$
\beta(J ; \Pi) \leq \sqrt{\operatorname{card}(J)},
$$

so, indeed, $\Lambda_{S}$ consists of vectors with a sufficiently small $d(\lambda)$ (or, sparse).
Theorem 7.2 There exists a constant $C$ in the definition of the set $\Lambda_{S}$ such that for all $A \geq 1$ with probability at least $1-N^{-A} L \cap \Lambda_{S}=\{\hat{\lambda}\}$.

The following lemma is used in the proof.

Lemma 7.4 There exists a constant $C>0$ such that for all $A \geq 1$ with probability at least $1-N^{-A}$

$$
\sup _{\|u\|_{\ell_{1} \leq 1} \leq}\left|\left(\Pi_{n}-\Pi\right)\left(\left|f_{u}\right|\right)\right| \leq C \max _{1 \leq k \leq N}\left\|h_{k}(X)\right\|_{\psi_{1}}\left(\sqrt{\frac{A \log N}{n}} \bigvee \frac{A \log N}{n}\right)
$$

Proof. Let $R_{n}(f)$ be the Rademacher process. We will use symmetrization inequality and then contraction inequality for exponential moments (see sections 2.1, 2.2). For $t>0$, we get

$$
\begin{gathered}
\mathbb{E} \exp \left\{t \sup _{\|u\|_{\ell_{1}} \leq 1}\left|\left(\Pi_{n}-\Pi\right)\left(\left|f_{u}\right|\right)\right|\right\} \leq \mathbb{E} \exp \left\{2 t \sup _{\|u\|_{\ell_{1}} \leq 1}\left|R_{n}\left(\left|f_{u}\right|\right)\right|\right\} \leq \\
\mathbb{E} \exp \left\{4 t \sup _{\|u\|_{\ell_{1}} \leq 1}\left|R_{n}\left(f_{u}\right)\right|\right\} .
\end{gathered}
$$

Since the mapping $u \mapsto R_{n}\left(f_{u}\right)$ is linear, the supremum of $R_{n}\left(f_{u}\right)$ over the set $\left\{\|u\|_{\ell_{1}} \leq 1\right\}$ is attained at one of its vertices, and we get

$$
\begin{gathered}
\mathbb{E} \exp \left\{t \sup _{\|u\|_{1} \leq 1}\left|\left(\Pi_{n}-\Pi\right)\left(\left|f_{u}\right|\right)\right|\right\} \leq \mathbb{E} \exp \left\{4 t \max _{1 \leq k \leq N}\left|R_{n}\left(h_{k}\right)\right|\right\}= \\
N \max _{1 \leq k \leq N} \mathbb{E}\left[\exp \left\{4 t R_{n}\left(h_{k}\right)\right\} \bigvee \exp \left\{-4 t R_{n}\left(h_{k}\right)\right\}\right] \leq \\
2 N \max _{1 \leq k \leq N} \mathbb{E} \exp \left\{4 t R_{n}\left(h_{k}\right)\right\} \leq 2 N \max _{1 \leq k \leq N}\left(\mathbb{E} \exp \left\{4 \frac{t}{n} \varepsilon h_{k}(X)\right\}\right)^{n} .
\end{gathered}
$$

To bound the last expectation and to complete the proof, follow the standard proof of Bernstein's inequality.

Proof of Theorem 7.2. Arguing as in the proof of Proposition 7.2, we get that, for all $\lambda \in L, \hat{\lambda}-\lambda \in C_{J_{\lambda}}$ and $\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{2}\left(\Pi_{n}\right)}=0$. Therefore,

$$
\begin{equation*}
\|\hat{\lambda}-\lambda\|_{\ell_{1}} \leq \sum_{j \notin J_{\lambda}}\left|\hat{\lambda}_{j}\right|+\sum_{j \in J_{\lambda}}\left|\lambda_{j}-\hat{\lambda}_{j}\right| \leq 2 \sum_{j \in J_{\lambda}}\left|\lambda_{j}-\hat{\lambda}_{j}\right| \leq 2 \beta\left(J_{\lambda}\right)\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)} . \tag{7.6}
\end{equation*}
$$

We will now upper bound $\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)}$ in terms of $\|\hat{\lambda}-\lambda\|_{\ell_{1}}$, which will imply the result. First, note that

$$
\begin{align*}
& \left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)}=\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}\left(\Pi_{n}\right)}+\left(\Pi-\Pi_{n}\right)\left(\left|f_{\hat{\lambda}}-f_{\lambda}\right|\right) \leq \\
& \sup _{\|u\|_{1} \leq 1}\left|\left(\Pi_{n}-\Pi\right)\left(\left|f_{u}\right|\right)\right|\|\hat{\lambda}-\lambda\|_{\ell_{1}} . \tag{7.7}
\end{align*}
$$

By Lemma 7.4, with probability at least $1-N^{-A}$ (under the assumption $A \log N \leq n$ )

$$
\sup _{\|u\|_{\ell_{1}} \leq 1}\left|\left(\Pi_{n}-\Pi\right)\left(\left|f_{u}\right|\right)\right| \leq C \max _{1 \leq k \leq N}\left\|h_{k}\right\|_{\psi_{1}} \sqrt{\frac{A \log N}{n}}
$$

This yields the following bound that holds with probability at least $1-N^{-A}$ :

$$
\begin{equation*}
\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)} \leq C \max _{1 \leq k \leq N}\left\|h_{k}\right\|_{\psi_{1}} \sqrt{\frac{A \log N}{n}}\|\hat{\lambda}-\lambda\|_{\ell_{1}} \tag{7.8}
\end{equation*}
$$

Together with (7.6), this implies

$$
\|\hat{\lambda}-\lambda\|_{\ell_{1}} \leq 2 C \max _{1 \leq k \leq N}\left\|h_{k}\right\|_{\psi_{1}} \sqrt{\frac{A \log N}{n}} \beta\left(J_{\lambda}\right)\|\hat{\lambda}-\lambda\|_{\ell_{1}}
$$

It follows that, for $\lambda \in L \cap \Lambda_{S}$, with probability at least $1-N^{-A}$,

$$
\|\hat{\lambda}-\lambda\|_{\ell_{1}} \leq \frac{1}{2}\|\hat{\lambda}-\lambda\|_{\ell_{1}}
$$

and, hence, $\hat{\lambda}=\lambda$.

It is of interest to study the problem under the following condition on the dictionary and on the distribution $\Pi$ : for all $\lambda \in C_{J}$

$$
\begin{equation*}
\left\|\sum_{j=1}^{N} \lambda_{j} h_{j}\right\|_{L_{1}(\Pi)} \leq\left\|\sum_{j=1}^{N} \lambda_{j} h_{j}\right\|_{L_{2}(\Pi)} \leq B(J)\left\|\sum_{j=1}^{N} \lambda_{j} h_{j}\right\|_{L_{1}(\Pi)} \tag{7.9}
\end{equation*}
$$

with some constant $B(J)>0$. This inequality always holds with some $B(J)>0$ since any two norms on a finite dimensional space are equivalent. In fact, the first bound is just Cauchy-Schwarz inequality. However, in general, the constant $B(J)$ does depend on $J$ and we are interested in the situation when there is no such dependence (or, at least, $B(J)$ does not grow too fast as $\operatorname{card}(J) \rightarrow \infty)$. A canonical example in which (7.9) holds, for all $\lambda \in \mathbb{R}^{N}$ with $B(J)=B$ that does not depend on the dimension $J$, is when $\left(h_{1}(X), \ldots, h_{N}(X)\right)$ has a normal distribution in $\mathbb{R}^{N}$, for instance, if $h_{1}(X), \ldots, h_{N}(X)$ are i.i.d. standard normal, which is the case of Gaussian dictionary. Another example is when $h_{1}(X), \ldots, h_{N}(X)$ are i.i.d. Rademacher random variables, i.e., $h_{j}(X)$ is +1 or -1 with probability $1 / 2$ each. Such a dictionary is called Bernoulli or Rademacher and, in this case, (7.9) follows from Khinchin inequality. For Gaussian and Bernoulli dictionaries, all $L_{p}$ norms, $p \geq 1$, and even $\psi_{1^{-}}$and $\psi_{2}$-norms of $\sum_{j=1}^{N} \lambda_{j} h_{j}$ are equivalent up to numerical constants (see Bobkov and Houdre (1997) for a discussion of Khinchin type inequalities and their connections with isoperimetric constants).

Under the condition (7.9),

$$
\begin{equation*}
\beta(J) \leq B(J) \beta_{2}(J) \sqrt{d(J)} \tag{7.10}
\end{equation*}
$$

If $\beta_{2}(J)$ is bounded (as in the case of orthonormal dictionaries), then $\beta(J)$ is "small" for sets $J$ of small cardinality $d(J)$. In this case, the definition of the set of "sparse vectors" $\Lambda_{S}$ can be rewritten in terms of $\beta_{2}$.

However, we will give below another version of this result slightly improving the logarithmic factor in the definition of the set of sparse vectors $\Lambda_{S}$ and providing bounds on the norms $\|\cdot\|_{L_{2}(\Pi)}$ and $\|\cdot\|_{\ell_{2}}$.

Denote

$$
\beta_{2}(d):=\beta_{2}(d ; \Pi):=\max \left\{\beta_{2}(J): J \subset\{1, \ldots, N\}, d(J) \leq 2 d\right\}
$$

Let

$$
B(d):=\max \{B(J): J \subset\{1, \ldots, N\}, d(J) \leq d\}
$$

Finally, denote $\bar{d}$ the largest $d$ satisfying the conditions $d \leq \frac{N}{e}-1, \frac{A d \log (N / d)}{n} \leq 1$, and

$$
C B(d) \beta_{2}(d) \sup _{\|u\|_{\ell_{2}} \leq 1, d(u) \leq d}\left\|f_{u}\right\|_{\psi_{1}} \sqrt{\frac{\operatorname{Ad\operatorname {log}(N/d)}}{n}} \leq 1 / 4
$$

We will now use the following definition of the set of "sparse" vectors:

$$
\Lambda_{S, 2}:=\left\{\lambda \in \mathbb{R}^{N}: d(\lambda) \leq \bar{d}\right\}
$$

Recall the notation

$$
\binom{n}{\leq k}:=\sum_{j=0}^{k}\binom{n}{j}
$$

Theorem 7.3 Suppose condition (7.9) holds. There exists a constant $C$ in the definition of $\Lambda_{S, 2}$ such that for all $A \geq 1$ with probability at least

$$
1-5^{-\bar{d} A}\binom{N}{\leq \bar{d}}^{-A}
$$

the following equality holds: $L \cap \Lambda_{S, 2}=\{\hat{\lambda}\}$.
We will use the following lemma.
Lemma 7.5 For $J \subset\{1, \ldots, N\}$ with $d(J)=d$, recall the following notation of Lemma 7.1 (with $b=1$ ):

$$
K_{J}:=C_{J} \cap\left\{u \in \mathbb{R}^{N}:\|u\|_{\ell_{2}} \leq 1\right\} .
$$

There exists a constant $C>0$ such that for all $A \geq 1$ with probability at least

$$
1-5^{-d A}\binom{N}{\leq d}^{-A}
$$

the following bound holds:

$$
\sup _{u \in K_{J}}\left|\left(\Pi_{n}-\Pi\right)\left(\left|f_{u}\right|\right)\right| \leq C \sup _{\|u\|_{2} \leq 1, d(u) \leq d}\left\|f_{u}\right\|_{\psi_{1}}\left(\sqrt{\frac{A d \log (N / d)}{n}} \bigvee \frac{A d \log (N / d)}{n}\right)
$$

Proof. It follows from statement (ii) of Lemma 7.1 with $b=1$ that

$$
K_{J} \subset 6 \operatorname{conv}\left(\mathcal{M}_{d}\right)
$$

where $\mathcal{M}_{d}$ is a set of vectors $u$ from the unit ball $\left\{u \in \mathbb{R}^{N}:\|u\|_{\ell_{2}} \leq 1\right\}$ such that $d(u) \leq d$ and

$$
\operatorname{card}\left(\mathcal{M}_{d}\right) \leq 5^{d}\binom{N}{\leq d}
$$

Now, it is enough to repeat the proof of Lemma 7.4. Bounding of

$$
\sup _{u \in K_{J}}\left|\left(\Pi_{n}-\Pi\right)\left(\left|f_{u}\right|\right)\right|
$$

is reduced to bounding of

$$
\sup _{u \in \mathcal{M}_{d}}\left|R_{n}\left(f_{u}\right)\right|,
$$

$\operatorname{card}\left(\mathcal{M}_{d}\right)$ playing now the role of $N$. The bound on $\operatorname{card}\left(\mathcal{M}_{d}\right)$ implies that with some $c>0$

$$
\log \left(\operatorname{card}\left(\mathcal{M}_{d}\right)\right) \leq c d \log \frac{N}{d}
$$

The proof is now complete.

Proof of Theorem 7.3 is a straightforward modification of the proof of Theorem
7.2. Let $\lambda \in L \cap \Lambda_{S, 2}$. Instead of (7.7), we use

$$
\begin{align*}
& \left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)}=\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}\left(\Pi_{n}\right)}+\left(\Pi-\Pi_{n}\right)\left(\left|f_{\hat{\lambda}}-f_{\lambda}\right|\right) \leq \\
& \sup _{\|u\|_{\ell_{2}} \leq 1, u \in C_{J_{\lambda}}}\left|\left(\Pi_{n}-\Pi\right)\left(\left|f_{u}\right|\right)\right|\|\hat{\lambda}-\lambda\|_{\ell_{2}} . \tag{7.11}
\end{align*}
$$

To bound $\|\hat{\lambda}-\lambda\|_{\ell_{2}}$ note that, as in the proof of Theorem $7.2, \hat{\lambda}-\lambda \in C_{J_{\lambda}}$ and apply Lemma 7.1 to $u=\hat{\lambda}-\lambda, J=J_{\lambda}$ :

$$
\begin{equation*}
\|\hat{\lambda}-\lambda\|_{\ell_{2}} \leq 2\left(\sum_{j \in J_{0} \cup J_{1}}\left|\hat{\lambda}_{j}-\lambda_{j}\right|^{2}\right)^{1 / 2} \leq 2 \beta_{2}(d(\lambda))\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{2}(\Pi)} . \tag{7.12}
\end{equation*}
$$

Use Lemma 7.5 to bound

$$
\begin{equation*}
\sup _{\|u\|_{\ell_{2}} \leq 1, u \in C_{J_{\lambda}}}\left|\left(\Pi_{n}-\Pi\right)\left(\left|f_{u}\right|\right)\right| \leq C \sup _{\|u\|_{\ell_{2}} \leq 1, d(u) \leq d(\lambda)}\left\|f_{u}\right\|_{\psi_{1}} \sqrt{\frac{\operatorname{Ad(\lambda )\operatorname {log}(N/d(\lambda ))}}{n}} \tag{7.13}
\end{equation*}
$$

which holds with probability at least $1-5^{-d(\lambda) A}(\underset{\leq d(\lambda)}{N})^{-A}$. Then we use

$$
\begin{align*}
& \|\hat{\lambda}-\lambda\|_{\ell_{1}} \leq 2 \sum_{j \in J}\left|\hat{\lambda}_{j}-\lambda_{j}\right| \leq 2 \sqrt{d(\lambda)}\left(\sum_{j \in J \cup J_{1}}\left|\hat{\lambda}_{j}-\lambda_{j}\right|^{2}\right)^{1 / 2} \leq \\
& 2 \beta_{2}(d(\lambda)) \sqrt{d(\lambda)}\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{2}(\Pi)} . \tag{7.14}
\end{align*}
$$

It remains to substitute bounds (7.12), (7.13) and (7.14) in (7.11), to use (7.9) and to solve the resulting inequality with respect to $\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{2}(\Pi)}$. It follows that the last norm is equal to 0 . In view of (7.14), this implies that $\hat{\lambda}=\lambda$.

### 7.4 The Dantzig Selector

We now turn to the case when the target function $f_{*}$ is observed in an additive noise. Moreover, it will not be assumed that $f_{*}$ belongs to the linear span of the dictionary, this function will be rather approximated in the linear span.

Consider the following regression model with random design

$$
Y_{j}=f_{*}\left(X_{j}\right)+\xi_{j}, j=1, \ldots, n
$$

where $X, X_{1}, \ldots, X_{n}$ are i.i.d. random variables in a measurable space $(S, \mathcal{A})$ with distribution $\Pi$ and $\xi, \xi_{1}, \ldots, \xi_{n}$ are i.i.d. random variables with $\mathbb{E} \xi=0$ independent of $\left(X_{1}, \ldots, X_{n}\right)$. Candes and Tao [29] developed a method of sparse recovery based on linear programming suitable in this more general framework. They called it the Dantzig Selector.

Given $\varepsilon>0$, let

$$
\hat{\Lambda}_{\varepsilon}:=\left\{\lambda \in \mathbb{R}^{N}: \max _{1 \leq k \leq N}\left|n^{-1} \sum_{j=1}^{n}\left(f_{\lambda}\left(X_{j}\right)-Y_{j}\right) h_{k}\left(X_{j}\right)\right| \leq \varepsilon\right\}
$$

and define the Dantzig Selector as

$$
\hat{\lambda}:=\hat{\lambda}^{\varepsilon} \in \operatorname{Argmin}_{\lambda \in \hat{\Lambda}_{\varepsilon}}\|\lambda\|_{\ell_{1}} .
$$

It is easy to reduce the computation of $\hat{\lambda}^{\varepsilon}$ to linear programming. The Dantzig Selector is closely related to the $\ell_{1}$-penalization method (called "LASSO" in statistical literature, see Tibshirani [89]) and defined as a solution of the following penalized empirical risk minimization problem:

$$
\begin{equation*}
n^{-1} \sum_{j=1}^{n}\left(f_{\lambda}\left(X_{j}\right)-Y_{j}\right)^{2}+2 \varepsilon\|\lambda\|_{\ell_{1}}=: L_{n}(\lambda)+2 \varepsilon\|\lambda\|_{\ell_{1}} \longrightarrow \min . \tag{7.15}
\end{equation*}
$$

The set of constraints of the Dantzig Selector can be written as

$$
\hat{\Lambda}_{\varepsilon}=\left\{\lambda:\left\|\nabla L_{n}(\lambda)\right\|_{\ell_{\infty}} \leq \varepsilon\right\}
$$

and the condition $\lambda \in \hat{\Lambda}_{\varepsilon}$ is necessary for $\lambda$ to be a solution of (7.15).
Candes and Tao studied in [29] the performance of the Dantzig Selector in the case of fixed design regression (nonrandom points $X_{1}, \ldots, X_{n}$ ) under the assumption that the design matrix $A=\left(h_{j}\left(X_{i}\right)\right)_{i=1, n ; j=1, N}$ satisfies the uniform uncertainty principle (UUP). They stated that UUP holds with a high probability for some random design matrices such as "Gaussian ensemble" (the matrix with i.i.d. standard normal entries) and "Bernoulli or Rademacher ensemble" (the matrix with i.i.d. entries taking values +1 and -1 with probability $1 / 2$ ), so, their results imply oracle inequalities for special $L_{2}(\Pi)$-orthonormal dictionaries.

We will prove several "sparsity oracle inequalities" for the Dantzig selector in spirit of recent results of Bunea, Tsybakov and Wegkamp [25], van de Geer [46], Koltchinskii [65] in the case of $\ell_{1}$ - or $\ell_{p}$-penalized empirical risk minimization. We follow the paper of Koltchinskii [66] that relies only on elementary empirical and Rademacher processes methods (symmetrization and contraction inequalities for Rademacher processes and Bernstein type exponential bounds), but does not use more advanced techniques, such as concentration of measure and generic chaining. It is also close to the approach of Section 7.3 and to recent papers by Rudelson and Vershynin [82] and Mendelson, Pajor and Tomczak-Jaegermann [78]. As in Section 7.3, the proofs of oracle inequalities in the random design case given are more direct, they are not based on a reduction to the fixed design case and checking UUP for random matrices. The results also cover broader families of design distributions. In particular, the assumption that the dictionary is $L_{2}(\Pi)$-orthonormal is replaced by the assumption that the dictionary satisfies the restricted isometry condition with respect to $\Pi$. In what follows, the values of $\varepsilon>0$, $A>0$ and $C>0$ will be fixed and it will be assumed that $\frac{A \log N}{n} \leq 1$. We will need the
following set

$$
\begin{gathered}
\Lambda:=\Lambda_{\varepsilon}(A):=\left\{\lambda \in \mathbb{R}^{N}:\left|\left\langle f_{\lambda}-f_{*}, h_{k}\right\rangle_{L_{2}(\Pi)}\right|+\right. \\
\left.C\left(\left\|\left(f_{\lambda}-f_{*}\right)(X) h_{k}(X)\right\|_{\psi_{1}}+\left\|\xi h_{k}(X)\right\|_{\psi_{1}}\right) \sqrt{\frac{A \log N}{n}} \leq \varepsilon, k=1, \ldots, N\right\}
\end{gathered}
$$

consisting of vectors $\lambda$ ("oracles") such that $f_{\lambda}$ provides a good approximation of $f_{*}$. In fact, $\lambda \in \Lambda_{\varepsilon}(A)$ implies that

$$
\begin{equation*}
\max _{1 \leq k \leq N}\left|\left\langle f_{\lambda}-f_{*}, h_{k}\right\rangle_{L_{2}(\Pi)}\right| \leq \varepsilon . \tag{7.16}
\end{equation*}
$$

This means that $f_{\lambda}-f_{*}$ is "almost orthogonal" to the linear span of the dictionary. Thus, $f_{\lambda}$ is close to the projection of $f_{*}$ on the linear span. Condition (7.16) is necessary for $\lambda$ to be a minimal point of

$$
\lambda \mapsto\left\|f_{\lambda}-f_{*}\right\|_{L_{2}(\Pi)}^{2}+2 \varepsilon\|\lambda\|_{\ell_{1}}
$$

and minimizing the last function is a "population version" of LASSO problem (7.15) $\left(\lambda \in \hat{\Lambda}_{\varepsilon}\right.$ is a necessary condition for (7.15)). Of course, the condition

$$
\varepsilon \geq \max _{1 \leq k \leq N}\left\|\xi h_{k}(X)\right\|_{\psi_{1}} \sqrt{\frac{A \log N}{n}}
$$

is necessary for $\Lambda_{\varepsilon}(A) \neq \emptyset$. It will be contained in the proof of Theorem 7.4 below that $\lambda \in \Lambda_{\varepsilon}(A)$ implies $\lambda \in \hat{\Lambda}_{\varepsilon}$ with a high probability.

The next theorems 7.4 and 7.5 show that if there exists a sufficiently sparse vector $\lambda$ in the set $\hat{\Lambda}_{\varepsilon}$ of constraints of the Dantzig selector, then, with a high probability, the Dantzig selector belongs to a small ball around $\lambda$ in such norms as $\|\cdot\|_{\ell_{1}},\|\cdot\|_{\ell_{2}}$. At the same time, the function $f_{\hat{\lambda}}$ belongs to a small ball around $f_{\lambda}$ with respect to such norms as $\|\cdot\|_{L_{1}(\Pi)}$ or $\|\cdot\|_{L_{2}(\Pi)}$. The radius of this ball is determined by the degree of sparsity of $\lambda$ and by the properties of the dictionary characterized by such quantities as $\beta$ or $\beta_{2}$ (see Section 7.2 for the definitions of these quantities and their connection to restricted isometry condition). Essentially, the results show that the Dantzig selector is adaptive to unknown degree of sparsity of the problem, provided that the dictionary is not too far from being orthonormal in $L_{2}(\Pi)$.

Recall the definition of the set of "sparse" vectors $\Lambda_{S}$ in the previous section. Let

$$
\tilde{\Lambda}=\tilde{\Lambda}_{\varepsilon}(A):=\Lambda_{\varepsilon}(A) \cap \Lambda_{S}
$$

Theorem 7.4 There exists a constant $C$ in the definitions of $\Lambda_{\varepsilon}(A), \Lambda_{S}$ such that for all $A \geq 1$ with probability at least $1-N^{-A}$ the following bounds hold for all $\lambda \in \hat{\Lambda}_{\varepsilon} \cap \Lambda_{S}$

$$
\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)} \leq 16 \beta\left(J_{\lambda}\right) \varepsilon
$$

and

$$
\|\hat{\lambda}-\lambda\|_{\ell_{1}} \leq 32 \beta^{2}\left(J_{\lambda}\right) \varepsilon
$$

This implies that

$$
\left\|f_{\hat{\lambda}}-f_{*}\right\|_{L_{1}(\Pi)} \leq \inf _{\lambda \in \tilde{\Lambda}_{\varepsilon}(A)}\left[\left\|f_{\lambda}-f_{*}\right\|_{L_{1}(\Pi)}+16 \beta\left(J_{\lambda}\right) \varepsilon\right]
$$

and, if in addition $f_{*}=f_{\lambda^{*}}, \lambda^{*} \in \mathbb{R}^{N}$, then also

$$
\left\|\hat{\lambda}-\lambda^{*}\right\|_{\ell_{1}} \leq \inf _{\lambda \in \tilde{\Lambda}_{\varepsilon}(A)}\left[\left\|\lambda-\lambda^{*}\right\|_{\ell_{1}}+32 \beta^{2}\left(J_{\lambda}\right) \varepsilon\right]
$$

We use the following lemma based on Bernstein's inequality (see, e.g., Lemma 2.2.11 in van der Vaart and Wellner [95]).

Lemma 7.6 $\operatorname{Let} \eta^{(k)}, \eta_{1}^{(k)}, \ldots, \eta_{n}^{(k)}$ be i.i.d. random variables with $\mathbb{E} \eta^{(k)}=0$ and $\left\|\eta^{(k)}\right\|_{\psi_{1}}<$ $+\infty, k=1, \ldots, N$. There exists a numerical constant $C>0$ such that for all $A \geq 1$ with probability at least $1-N^{-A}$ for all $k=1, \ldots, N$

$$
\left|n^{-1} \sum_{j=1}^{n} \eta_{j}^{(k)}\right| \leq C\left\|\eta^{(k)}\right\|_{\psi_{1}}\left(\sqrt{\frac{A \log N}{n}} \bigvee \frac{A \log N}{n}\right)
$$

Proof of Theorem 7.4. For $\lambda \in \hat{\Lambda}_{\varepsilon} \cap \Lambda_{S}$, we will upper bound the norms $\|\hat{\lambda}-\lambda\|_{\ell_{1}}$, $\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)}$ in terms of each other and solve the resulting inequalities, which will yield the first two bounds of the theorem. As in the proof of Proposition 7.2 and theorems $7.2,7.3, \lambda \in \hat{\Lambda}_{\varepsilon}$ and the definition of $\hat{\lambda}$ imply that $\hat{\lambda}-\lambda \in C_{J_{\lambda}}$ and

$$
\begin{equation*}
\|\hat{\lambda}-\lambda\|_{\ell_{1}} \leq 2 \beta\left(J_{\lambda}\right)\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)} \tag{7.17}
\end{equation*}
$$

It remains to upper bound $\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)}$ in terms of $\|\hat{\lambda}-\lambda\|_{\ell_{1}}$. To this end, note that

$$
\begin{align*}
& \left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)}=\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}\left(\Pi_{n}\right)}+\left(\Pi-\Pi_{n}\right)\left(\left|f_{\hat{\lambda}}-f_{\lambda}\right|\right) \leq \\
& \left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}\left(\Pi_{n}\right)}+\sup _{\|u\|_{\ell_{1} \leq 1}}\left|\left(\Pi_{n}-\Pi\right)\left(\left|f_{u}\right|\right)\right|\|\hat{\lambda}-\lambda\|_{\ell_{1}} \tag{7.18}
\end{align*}
$$

The first term in the right hand side can be bounded as follows

$$
\begin{gathered}
\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}\left(\Pi_{n}\right)}^{2} \leq\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{2}\left(\Pi_{n}\right)}^{2}=\left\langle f_{\hat{\lambda}}-f_{\lambda}, f_{\hat{\lambda}}-f_{\lambda}\right\rangle_{L_{2}\left(\Pi_{n}\right)}= \\
\sum_{k=1}^{N}\left(\hat{\lambda}_{k}-\lambda_{k}\right)\left\langle f_{\hat{\lambda}}-f_{\lambda}, h_{k}\right\rangle_{L_{2}\left(\Pi_{n}\right)} \leq\|\hat{\lambda}-\lambda\|_{\ell_{1}} \max _{1 \leq k \leq N}\left|\left\langle f_{\hat{\lambda}}-f_{\lambda}, h_{k}\right\rangle_{L_{2}\left(\Pi_{n}\right)}\right| .
\end{gathered}
$$

Both $\hat{\lambda} \in \hat{\Lambda}$ and $\lambda \in \hat{\Lambda}$, implying that

$$
\begin{gathered}
\max _{1 \leq k \leq N}\left|\left\langle f_{\hat{\lambda}}-f_{\lambda}, h_{k}\right\rangle_{L_{2}\left(\Pi_{n}\right)}\right| \leq \\
\max _{1 \leq k \leq N}\left|n^{-1} \sum_{j=1}^{n}\left(f_{\lambda}\left(X_{j}\right)-Y_{j}\right) h_{k}\left(X_{j}\right)\right|+\max _{1 \leq k \leq N}\left|n^{-1} \sum_{j=1}^{n}\left(f_{\hat{\lambda}}\left(X_{j}\right)-Y_{j}\right) h_{k}\left(X_{j}\right)\right| \leq 2 \varepsilon .
\end{gathered}
$$

Therefore,

$$
\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}\left(\Pi_{n}\right)} \leq \sqrt{2 \varepsilon\|\hat{\lambda}-\lambda\|_{\ell_{1}}}
$$

Now we bound the second term in the right hand side of (7.18). Under the assumption $A \log N \leq n$, Lemma 7.4 implies that with probability at least $1-N^{-A}$

$$
\sup _{\|u\|_{\ell_{1} \leq 1} \leq}\left|\left(\Pi_{n}-\Pi\right)\left(\left|f_{u}\right|\right)\right| \leq C \max _{1 \leq k \leq N}\left\|h_{k}\right\|_{\psi_{1}} \sqrt{\frac{A \log N}{n}}
$$

Hence, we conclude from (7.18) that

$$
\begin{equation*}
\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)} \leq \sqrt{2 \varepsilon\|\hat{\lambda}-\lambda\|_{\ell_{1}}}+C \max _{1 \leq k \leq N}\left\|h_{k}\right\|_{\psi_{1}} \sqrt{\frac{A \log N}{n}}\|\hat{\lambda}-\lambda\|_{\ell_{1}} \tag{7.19}
\end{equation*}
$$

Combining this with (7.17) yields

$$
\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)} \leq \sqrt{4 \varepsilon \beta\left(J_{\lambda}\right)\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)}}+2 C \max _{1 \leq k \leq N}\left\|h_{k}\right\|_{\psi_{1}} \sqrt{\frac{A \log N}{n}} \beta\left(J_{\lambda}\right)\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)}
$$

By the definition of $\Lambda_{S}$,

$$
2 C \max _{1 \leq k \leq N}\left\|h_{k}\right\|_{\psi_{1}} \sqrt{\frac{A \log N}{n}} \beta\left(J_{\lambda}\right) \leq 1 / 2
$$

so, we end up with

$$
\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)} \leq 2 \sqrt{4 \varepsilon \beta\left(J_{\lambda}\right)\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)}}
$$

which implies the first bound of the theorem. The second bound holds because of (7.17).

Observe that for all $\lambda \in \Lambda$,

$$
\begin{gathered}
\left|n^{-1} \sum_{j=1}^{n}\left(f_{\lambda}\left(X_{j}\right)-Y_{j}\right) h_{k}\left(X_{j}\right)\right| \leq\left|\left\langle f_{\lambda}-f_{*}, h_{k}\right\rangle_{L_{2}(\Pi)}\right|+ \\
\left|n^{-1} \sum_{j=1}^{n}\left[\left(f_{\lambda}\left(X_{j}\right)-f_{*}\left(X_{j}\right)\right) h_{k}\left(X_{j}\right)-\mathbb{E}\left(f_{\lambda}(X)-f_{*}(X)\right) h_{k}(X)\right]\right|+\left|n^{-1} \sum_{j=1}^{n} \xi_{j} h_{k}\left(X_{j}\right)\right| .
\end{gathered}
$$

Lemma 7.6 can be used to bound the second and the third terms: with probability at least $1-2 N^{-A}$

$$
\begin{gathered}
\max _{1 \leq k \leq N}\left|n^{-1} \sum_{j=1}^{n}\left(f_{\lambda}\left(X_{j}\right)-Y_{j}\right) h_{k}\left(X_{j}\right)\right| \leq \max _{1 \leq k \leq N}\left[\left|\left\langle f_{\lambda}-f_{*}, h_{k}\right\rangle_{L_{2}(\Pi)}\right|+\right. \\
\left.C\left(\left\|\left(f_{\lambda}-f_{*}\right)(X) h_{k}(X)\right\|_{\psi_{1}}+\left\|\xi h_{k}(X)\right\|_{\psi_{1}}\right) \sqrt{\frac{A \log N}{n}}\right] \leq \varepsilon
\end{gathered}
$$

This proves that for all $\lambda \in \Lambda$, with probability at least $1-2 N^{-A}$, we also have $\lambda \in \hat{\Lambda}$.
For each of the remaining bounds, let $\bar{\lambda}$ be the vector for which the infimum in the right hand side of the bound is attained. With probability at least $1-2 N^{-A}, \bar{\lambda} \in \hat{\Lambda}_{\varepsilon} \cap \Lambda_{S}$. Hence, it is enough to use the first two bounds of the theorem and the triangle inequality to finish the proof.

We will give another result about the Dantzig selector in which the properties of the dictionary are characterized by the quantity $\beta_{2}$ instead of $\beta$. Recall the definition of the set of "sparse" vectors $\Lambda_{S, 2}$ from the previous section and define

$$
\tilde{\Lambda}^{2}=\tilde{\Lambda}_{\varepsilon}^{2}(A):=\Lambda_{\varepsilon}(A) \cap \Lambda_{S, 2} .
$$

Theorem 7.5 Suppose condition (7.9) holds. There exists a constant $C$ in the definitions of $\Lambda_{\varepsilon}(A), \Lambda_{S, 2}$ such that for all $A \geq 1$ with probability at least

$$
1-5^{-\bar{d} A}\binom{N}{\leq \bar{d}}^{-A}
$$

the following bounds hold for all $\lambda \in \hat{\Lambda}_{\varepsilon} \cap \Lambda_{S, 2}$

$$
\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{2}(\Pi)} \leq 16 B^{2} \beta_{2}(d(\lambda)) \sqrt{d(\lambda)} \varepsilon
$$

and

$$
\|\hat{\lambda}-\lambda\|_{\ell_{2}} \leq 32 B^{2} \beta_{2}^{2}(d(\lambda)) \sqrt{d(\lambda)} \varepsilon .
$$

Also, with probability at least $1-N^{-A}$,

$$
\left\|f_{\hat{\lambda}}-f_{*}\right\|_{L_{2}(\Pi)} \leq \inf _{\lambda \in \tilde{\Lambda}_{\varepsilon}^{2}(A)}\left[\left\|f_{\lambda}-f_{*}\right\|_{L_{2}(\Pi)}+16 B^{2} \beta_{2}(d(\lambda)) \sqrt{d(\lambda) \varepsilon}\right]
$$

and, if $f_{*}=f_{\lambda^{*}}, \lambda^{*} \in \mathbb{R}^{N}$, then

$$
\left\|\hat{\lambda}-\lambda^{*}\right\|_{\ell_{2}} \leq \inf _{\lambda \in \tilde{\Lambda}_{\varepsilon}^{2}(A)}\left[\left\|\lambda-\lambda^{*}\right\|_{\ell_{2}}+32 B^{2} \beta_{2}^{2}(d(\lambda)) \sqrt{d(\lambda)} \varepsilon\right] .
$$

Proof. We follow the proof of Theorem 7.4. For $\lambda \in \hat{\Lambda}_{\varepsilon} \cap \Lambda_{S, 2}$, we use the following bound instead of (7.18):

$$
\begin{align*}
& \left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}(\Pi)}=\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}\left(\Pi_{n}\right)}+\left(\Pi-\Pi_{n}\right)\left(\left|f_{\hat{\lambda}}-f_{\lambda}\right|\right) \leq \\
& \left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}\left(\Pi_{n}\right)}+\sup _{\|u\|_{\ell_{2}} \leq 1, u \in C_{J_{\lambda}}}\left|\left(\Pi_{n}-\Pi\right)\left(\left|f_{u}\right|\right)\right|\|\hat{\lambda}-\lambda\|_{\ell_{2}} . \tag{7.20}
\end{align*}
$$

Again, we have $\hat{\lambda}-\lambda \in C_{J_{\lambda}}$, and, using Lemma 7.1, we get for $u=\hat{\lambda}-\lambda$ and $J=J_{\lambda}$ :

$$
\begin{equation*}
\|\hat{\lambda}-\lambda\|_{\ell_{2}} \leq 2\left(\sum_{j \in J_{0} \cup J_{1}}\left|\hat{\lambda}_{j}-\lambda_{j}\right|^{2}\right)^{1 / 2} \leq 2 \beta_{2}(d(\lambda))\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{2}(\Pi)} . \tag{7.21}
\end{equation*}
$$

Lemma 7.5 now yields

$$
\begin{equation*}
\sup _{\|u\|_{\ell_{2}} \leq 1, u \in C_{J_{\lambda}}}\left|\left(\Pi_{n}-\Pi\right)\left(\left|f_{u}\right|\right)\right| \leq C \sup _{\|u\|_{\ell_{2}} \leq 1, d(u) \leq d(\lambda)}\left\|f_{u}\right\|_{\psi_{1}} \sqrt{\frac{\operatorname{Ad}(\lambda) \log (N / d(\lambda))}{n}} \tag{7.22}
\end{equation*}
$$

which holds with probability at least

$$
1-5^{-d(\lambda) A}\binom{N}{\leq d(\lambda)}^{-A} .
$$

As in the proof of Theorem 7.4, we bound the first term in the right hand side of (7.20):

$$
\begin{equation*}
\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{1}\left(\Pi_{n}\right)} \leq \sqrt{2 \varepsilon\|\hat{\lambda}-\lambda\|_{\ell_{1}}} . \tag{7.23}
\end{equation*}
$$

In addition,

$$
\begin{align*}
& \|\hat{\lambda}-\lambda\|_{\ell_{1}} \leq 2 \sum_{j \in J}\left|\hat{\lambda}_{j}-\lambda_{j}\right| \leq 2 \sqrt{d(\lambda)}\left(\sum_{j \in J \cup J_{1}}\left|\hat{\lambda}_{j}-\lambda_{j}\right|^{2}\right)^{1 / 2} \leq \\
& 2 \beta_{2}(d(\lambda)) \sqrt{d(\lambda)}\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{2}(\Pi)} . \tag{7.24}
\end{align*}
$$

Substitute bounds (7.21), (7.22), (7.23) and (7.24) into (7.20), use (7.9) and solve the resulting inequality with respect to $\left\|f_{\hat{\lambda}}-f_{\lambda}\right\|_{L_{2}(\Pi)}$. This gives the first bound of the theorem.

The second bound follows from (7.21) and the remaining two bounds are proved exactly as in Theorem 7.4.

In the fixed design case, the following result holds. Its proof is a simplified version of the proofs of theorems 7.4, 7.5.

Theorem 7.6 Suppose $X_{1}, \ldots, X_{n}$ are nonrandom design points in $S$ and let $\Pi_{n}$ be the empirical measure based on $X_{1}, \ldots, X_{n}$. Suppose also $f_{*}=f_{\lambda^{*}}, \lambda^{*} \in \mathbb{R}^{N}$. There exists a constant $C>0$ such that for all $A \geq 1$ and for all

$$
\varepsilon \geq C\|\xi\|_{\psi_{2}} \max _{1 \leq k \leq N}\left\|h_{k}\right\|_{L_{2}\left(\Pi_{n}\right)} \sqrt{\frac{A \log N}{n}}
$$

with probability at least $1-N^{-A}$ the following bounds hold:

$$
\begin{gathered}
\left\|f_{\hat{\lambda}}-f_{\lambda^{*}}\right\|_{L_{2}\left(\Pi_{n}\right)} \leq 4 \beta_{2}\left(J_{\lambda^{*}}, \Pi_{n}\right) \sqrt{d\left(\lambda^{*}\right)} \varepsilon \\
\left\|\hat{\lambda}-\lambda^{*}\right\|_{\ell_{1}} \leq 8 \beta_{2}^{2}\left(J_{\lambda^{*}}, \Pi_{n}\right) d\left(\lambda^{*}\right) \varepsilon
\end{gathered}
$$

and

$$
\left\|\hat{\lambda}-\lambda^{*}\right\|_{\ell_{2}} \leq 8 \beta_{2}^{2}\left(d\left(\lambda^{*}\right), \Pi_{n}\right) \sqrt{d\left(\lambda^{*}\right)} \varepsilon .
$$

Proof As in the proof of Theorem 7.4,

$$
\begin{equation*}
\left\|f_{\hat{\lambda}}-f_{\lambda^{*}}\right\|_{L_{2}\left(\Pi_{n}\right)} \leq \sqrt{2 \varepsilon\left\|\hat{\lambda}-\lambda^{*}\right\|_{\ell_{1}}} \tag{7.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\hat{\lambda}-\lambda^{*}\right\|_{\ell_{1}} \leq 2 \beta_{2}\left(J_{\lambda^{*}}, \Pi_{n}\right) \sqrt{d\left(\lambda^{*}\right)}\left\|f_{\hat{\lambda}}-f_{\lambda^{*}}\right\|_{L_{2}\left(\Pi_{n}\right)} \tag{7.26}
\end{equation*}
$$

These bounds hold provided that $\lambda^{*} \in \hat{\Lambda}_{\varepsilon}$, or

$$
\max _{1 \leq k \leq N}\left|n^{-1} \sum_{j=1}^{n} \xi_{j} h_{k}\left(X_{j}\right)\right| \leq \varepsilon .
$$

If $\|\xi\|_{\psi_{2}}<+\infty$ and

$$
\varepsilon \geq C\|\xi\|_{\psi_{2}} \max _{1 \leq k \leq N}\left\|h_{k}\right\|_{L_{2}\left(\Pi_{n}\right)} \sqrt{\frac{A \log N}{n}}
$$

then usual bounds for random variables in Orlicz spaces imply that $\lambda^{*} \in \hat{\Lambda}_{\varepsilon}$ with probability at least $1-N^{-A}$.

Combining (7.25) and (7.26) shows that with probability at least $1-N^{-A}$

$$
\left\|f_{\hat{\lambda}}-f_{\lambda^{*}}\right\|_{L_{2}\left(\Pi_{n}\right)} \leq 4 \beta_{2}\left(J_{\lambda^{*}}, \Pi_{n}\right) \sqrt{d\left(\lambda^{*}\right)} \varepsilon
$$

and

$$
\left\|\hat{\lambda}-\lambda^{*}\right\|_{\ell_{1}} \leq 8 \beta_{2}^{2}\left(J_{\lambda^{*}}, \Pi_{n}\right) d\left(\lambda^{*}\right) \varepsilon
$$

Using Lemma 7.1 and arguing as in the proof of Theorem 7.5, we also get

$$
\left\|\hat{\lambda}-\lambda^{*}\right\|_{\ell_{2}} \leq 8 \beta_{2}^{2}\left(d\left(\lambda^{*}\right), \Pi_{n}\right) \sqrt{d\left(\lambda^{*}\right)} \varepsilon .
$$

Bounding $\beta_{2}\left(J, \Pi_{n}\right)$ in terms of restricted isometry constants (see Lemma 7.2), essentially, allows one to recover Theorem 1 of Candes and Tao [29] that was the first result about the Dantzig selector in the fixed design case. Instead of doing this, we turn again to the case of random design regression and conclude this section with the derivation of the results of Candes and Tao [29] in the random design case.

To simplify the matter, we assume that the dictionary is orthonormal and that the following conditions hold with a numerical constant $B>0$ :

$$
\frac{1}{B}\|\lambda\|_{\ell_{2}} \leq\left\|\sum_{j=1}^{N} \lambda_{j} h_{j}\right\|_{L_{1}(\Pi)} \leq B\|\lambda\|_{\ell_{2}}
$$

and

$$
\frac{1}{B}\|\lambda\|_{\ell_{2}} \leq\left\|\sum_{j=1}^{N} \lambda_{j} h_{j}\right\|_{L_{\psi_{2}(\Pi)}} \leq B\|\lambda\|_{\ell_{2}}, \quad \lambda \in \mathbb{R}^{N}
$$

This is the case, for instance, for Gaussian and Rademacher dictionaries. We also assume that the noise $\left\{\xi_{j}\right\}$ is a sequence of i.i.d. normal random variables with mean 0 and variance $\sigma^{2}$. Finally, assume that $f_{*}=f_{\lambda^{*}}, \lambda^{*} \in \mathbb{R}^{N}$.

Under the last assumption, $\lambda^{*} \in \Lambda_{\varepsilon}(A)$ provided that

$$
\begin{equation*}
\varepsilon \geq C \max _{1 \leq k \leq N}\left\|\xi h_{k}(X)\right\|_{\psi_{1}} \sqrt{\frac{A \log N}{n}} \tag{7.27}
\end{equation*}
$$

Moreover, for a normal random variable $\xi$ with mean 0 and variance $\sigma^{2},\|\xi\|_{\psi_{2}}=c_{1} \sigma$ for a numerical constant $c_{1}>0$. In addition, by the assumptions on the dictionary, the
norms $\left\|h_{k}\right\|_{\psi_{2}}, k=1, \ldots, N$ are uniformly bounded by a numerical constant. Therefore, for a numerical constant $c_{2}>0$,

$$
\left\|\xi h_{k}(X)\right\|_{\psi_{1}} \leq\|\xi\|_{\psi_{2}}\left\|h_{k}(X)\right\|_{\psi_{2}} \leq c_{2} \sigma, k=1, \ldots, N
$$

and the condition on $\varepsilon$ (7.27) reduces to the following:

$$
\begin{equation*}
\varepsilon \geq C \sigma \sqrt{\frac{A \log N}{n}} \tag{7.28}
\end{equation*}
$$

with a proper numerical constant $C>0$.
The conditions on the dictionary also imply that $\beta_{2}(d)=1$ for all $d$ and that the set $\Lambda_{S, 2}$ includes all the vectors $\lambda \in \mathbb{R}^{N}$ such that, for a proper choice of numerical constant $C>0, C \sqrt{\frac{A d(\lambda) \log N}{n}} \leq 1 / 4$. Hence, if $\lambda^{*}$ satisfies the condition

$$
\begin{equation*}
C \sqrt{\frac{A d\left(\lambda^{*}\right) \log N}{n}} \leq 1 / 4, \tag{7.29}
\end{equation*}
$$

then $\lambda^{*} \in \tilde{\Lambda}_{\varepsilon}(A)$.
We now can derive the following corollary from the last bound of Theorem 7.5 (using $\lambda^{*}$ as an oracle).

Corollary 7.1 Under the above assumptions on the dictionary and on the noise and also the assumptions (7.28) and (7.29), the following bound holds with probability at least $1-N^{-A}$ :

$$
\left\|\hat{\lambda}-\lambda^{*}\right\|_{\ell_{2}} \leq D \sqrt{d\left(\lambda^{*}\right)} \varepsilon,
$$

where $D>0$ is a numerical constant.

A version of another oracle inequality of Candes and Tao [29] also easily follows from Theorem 7.5.

Corollary 7.2 Under the assumptions of Corollary 7.1, the following bound holds with probability at least $1-N^{-A}$ and with some numerical constant $D>0$ :

$$
\left\|\hat{\lambda}-\lambda^{*}\right\|_{\ell_{2}}^{2} \leq D \sum_{j=1}^{N}\left(\left|\lambda_{j}^{*}\right|^{2} \wedge \varepsilon^{2}\right)=D \inf _{J \subset\{1, \ldots, N\}}\left[\sum_{j \notin J}\left|\lambda_{j}^{*}\right|^{2}+d(J) \varepsilon^{2}\right] .
$$

Proof. It is enough to choose $\bar{\lambda}^{*}$ as follows:

$$
\bar{\lambda}_{j}^{*}=\lambda_{j}^{*} I\left(\left|\lambda_{j}^{*}\right| \geq \varepsilon / 3\right), j=1, \ldots, N .
$$

Then

$$
\left|\left\langle f_{\bar{\lambda}^{*}}-f_{\lambda^{*}}, h_{k}\right\rangle_{L_{2}(\Pi)}\right|=\left|\lambda_{k}^{*}\right| \leq \varepsilon / 3
$$

for all $k \in J_{\lambda^{*}}$ such that $\left|\lambda_{k}^{*}\right| \leq \varepsilon / 3$. Otherwise,

$$
\left|\left\langle f_{\bar{\lambda}^{*}}-f_{\lambda^{*}}, h_{k}\right\rangle_{L_{2}(\Pi)}\right|=\left|\lambda_{k}^{*}\right|=0 .
$$

In addition, the assumption (7.28) on $\varepsilon$ implies that, for some numerical constant $C^{\prime}$,

$$
C^{\prime}\left\|\xi h_{k}(X)\right\|_{\psi_{1}} \sqrt{\frac{A \log N}{n}} \leq \varepsilon / 3, k=1, \ldots, N .
$$

We also have that with some numerical constant $c>0$

$$
\begin{gathered}
\left\|\left(f_{\bar{\lambda}^{*}}-f_{\lambda^{*}}\right)(X) h_{k}(X)\right\|_{\psi_{1}} \leq\left\|\left(f_{\bar{\lambda}^{*}}-f_{\lambda^{*}}\right)(X)\right\|_{\psi_{2}}\left\|h_{k}(X)\right\|_{\psi_{2}} \\
\leq c\left(\sum_{j:\left|\lambda_{j}^{*}\right|<\varepsilon / 3}\left|\lambda_{j}^{*}\right|^{2}\right)^{1 / 2} \leq c(\varepsilon / 3) \sqrt{d\left(\lambda^{*}\right)} .
\end{gathered}
$$

Therefore,

$$
C^{\prime}\left\|\left(f_{\bar{\lambda}^{*}}-f_{\lambda^{*}}\right)(X) h_{k}(X)\right\|_{\psi_{1}} \sqrt{\frac{A \log N}{n}} \leq \varepsilon / 3
$$

as soon as $c C^{\prime} \sqrt{\frac{A d\left(\lambda^{*}\right) \log N}{n}} \leq 1$. The last condition follows from (7.29) with a properly chosen constant. Thus, $\bar{\lambda}^{*} \in \bar{\Lambda}_{\varepsilon}(A)$ (again, with a proper choice of constants in the definition of this set). By Theorem 7.5 , with probability at least $1-N^{-A}$

$$
\left\|\hat{\lambda}-\lambda^{*}\right\|_{\ell_{2}} \leq\left(\sum_{j:\left|\lambda_{j}^{*}\right|<\varepsilon / 3}\left|\lambda_{j}^{*}\right|^{2}\right)^{1 / 2}+D \sqrt{\operatorname{card}\left(j:\left|\lambda_{j}^{*}\right| \geq \varepsilon / 3\right)} \varepsilon,
$$

which yields that, for some constant $D$,

$$
\left\|\hat{\lambda}-\lambda^{*}\right\|_{\ell_{2}}^{2} \leq D \sum_{j=1}^{N}\left(\left|\lambda_{j}^{*}\right|^{2} \wedge \varepsilon^{2}\right)
$$

## 8 Convex Penalization in Sparse Recovery: $\ell_{1}$-Penalization

### 8.1 General Aspects of Convex Penalization

In this and in the next section we study an approach to sparse recovery based on penalized empirical risk minimization of the following form

$$
\begin{equation*}
\hat{\lambda}^{\varepsilon}:=\operatorname{argmin}_{\lambda \in D}\left[P_{n}\left(\ell \bullet f_{\lambda}\right)+\varepsilon \sum_{j=1}^{N} \psi\left(\lambda_{j}\right)\right] . \tag{8.1}
\end{equation*}
$$

We use the notations of Section 1.6. As before, it is assumed that

$$
f_{\lambda}:=\sum_{j=1}^{N} \lambda_{j} h_{j}, \lambda \in \mathbb{R}^{N},
$$

where

$$
\mathcal{H}:=\left\{h_{1}, \ldots, h_{N}\right\}
$$

is a given finite dictionary of measurable functions from $S$ into $[-1,1]$. The cardinality of the dictionary is usually very large (often, larger than the sample size $n$ ). We will assume in what follows that $N \geq(\log n)^{\gamma}$ for some $\gamma>0$ (this is needed only to avoid additional terms of the order $\frac{\log \log n}{n}$ in several inequalities).

We will also assume that $\psi$ is a convex even function and $\varepsilon \geq 0$ is a regularization parameter, and that $D \subset \mathbb{R}^{N}$ is a convex set.

The excess risk of $f$ is defined as

$$
\mathcal{E}(f):=P(\ell \bullet f)-\inf _{g: S \mapsto \mathbb{R}} P(\ell \bullet g)=P(\ell \bullet f)-P\left(\ell \bullet f_{*}\right),
$$

where the infimum is taken over all measurable functions and it is assumed, for simplicity, that it is attained at $f_{*} \in L_{2}(\Pi)$ (moreover, it will be assumed in what follows that $f_{*}$ is uniformly bounded by a constant $M$ ).

Definition 8.1 It will be said that $\ell: T \times \mathbb{R} \mapsto \mathbb{R}_{+}$is a loss function of quadratic type iff the following assumptions are satisfied:
(i) for all $y \in T, \ell(y, \cdot)$ is convex;
(ii) for all $y \in T, \ell(y, \cdot)$ is twice differentiable, $\ell_{u}^{\prime \prime}$ is a uniformly bounded function in $T \times \mathbb{R}$ and

$$
\sup _{y \in T} \ell(y ; 0)<+\infty, \sup _{y \in T}\left|\ell_{u}^{\prime}(y ; 0)\right|<+\infty .
$$

Moreover, denote

$$
\begin{equation*}
\tau(R):=\frac{1}{2} \inf _{y \in T} \inf _{|u| \leq R} \ell_{u}^{\prime \prime}(y, u) . \tag{8.2}
\end{equation*}
$$

Then
(iii) $\tau(M \vee 1)>0$.

Recall that $M$ is a constant such that $\left.\left\|f_{*}\right\|_{\infty} \leq M\right)$. Without loss of generality, it will be also assumed that $\tau(R) \leq 1, R>0$ (otherwise, it can be replaced by a lower bound).

For losses of quadratic type, the following property is obvious:

$$
\tau\left(\|f\|_{\infty} \vee M\right)\left\|f-f_{*}\right\|_{L_{2}(\Pi)}^{2} \leq \mathcal{E}(f) \leq C\left\|f-f_{*}\right\|_{L_{2}(\Pi)}^{2},
$$

where $C$ is a constant depending only on $\ell$.
There are many important examples of loss functions of quadratic type, most notably, the quadratic loss $\ell(y, u):=(y-u)^{2}$ in the case when $T \subset \mathbb{R}$ is a bounded set. In this case, $\tau=1$. In regression problems with a bounded response variable, one can also consider more general loss functions of the form $\ell(y, u):=\phi(y-u)$, where $\phi$ is an even nonnegative convex twice continuously differentiable function with $\phi^{\prime \prime}$ uniformly bounded in $\mathbb{R}, \phi(0)=0$ and $\phi^{\prime \prime}(u)>0, u \in \mathbb{R}$. In binary classification setting (i.e., when $T=\{-1,1\}$ ), one can choose the loss $\ell(y, u)=\phi(y u)$ with $\phi$ being a nonnegative decreasing convex twice continuously differentiable function such that $\phi^{\prime \prime}$ is uniformly bounded in $\mathbb{R}$ and $\phi^{\prime \prime}(u)>0, u \in \mathbb{R}$. The loss function $\phi(u)=\log _{2}\left(1+e^{-u}\right)$ (often called the logit loss) is a typical example.

Note that the condition that the second derivative $\ell_{u}^{\prime \prime}$ is uniformly bounded in $T \times \mathbb{R}$ can be replaced by its uniform boundedness in $T \times[-M \vee 1, M \vee 1]$. The constants in the theorems below will then depend on the sup-norm of the second derivative (and, as a consequence, on $M$ ); otherwise, the results will be the same. This allows one to cover several other choices of the loss function, such as the exponential loss $\ell(y, u):=e^{-y u}$ in binary classification.

Clearly, the conditions that the loss $\ell$, the penalty function $\psi$ and the domain $D$ are convex make the optimization problem (8.1) convex and, hence, computationally tractable (at least, in principle).

In the recent literature, there has been considerable attention to the problem of sparse recovery using LASSO type penalties, which is a special case of problem (8.1). In this case, $D=\mathbb{R}^{N}$, so this is a problem of sparse recovery in the linear span l.s. $(\mathcal{H})$ of the dictionary, and $\psi(u)=u$, which means penalization with $\ell_{1}$-norm. It is also usually
assumed that $\ell(y, u)=(y-u)^{2}$ (the case of regression with quadratic loss). In this setting, it has been shown that sparse recovery is possible not always, but only under some geometric assumptions on the dictionary. They are often expressed in terms of the Gram matrix of the dictionary, which in the case of random design models is the matrix

$$
H:=\left(\left\langle h_{i}, h_{j}\right\rangle_{L_{2}(\Pi)}\right)_{i, j=1, N},
$$

and they take form of various conditions on the entries of this matrix ("coherence coefficients"), or on its submatrices (in spirit of "uniform uncertainty principle" or "restricted isometry" conditions, see Section 7.2). The essence of these assumptions is to try to keep the dictionary not too far from being orthonormal in $L_{2}(\Pi)$ which, in some sense, is an ideal case for sparse recovery (see, e.g., Donoho [35, 36, 37, 39], Candes and Tao [29], Rudelson and Vershynin [82], Mendelson, Pajor and Tomczak-Jaegermann [78], Bunea, Tsybakov and Wegkamp [25], van de Geer [46], Koltchinskii [64, 65, 66], Bickel, Ritov and Tsybakov [14] among many other papers that study both the random design and the fixed design problems).

We will study several special cases of problem (8.1). In the case $D=\mathbb{R}^{N}$, the most common choice of $\psi$ is $\psi(u)=|u|$ which leads to $\ell_{1}$ - or LASSO-penalty. The same penalty can be used in some other cases, for instance, when $D=U_{\ell_{1}}$ (the unit ball of $\ell_{1}$ ). This leads to a problem of sparse recovery in the symmetric convex hull

$$
\operatorname{conv}_{s}(\mathcal{H}):=\left\{f_{\lambda}: \lambda \in U_{\ell_{1}}\right\}
$$

which can be viewed as a version of convex aggregation problem. More generally, one can consider the case of $D=U_{\ell_{p}}$ (the unit ball in $\ell_{p}$ ) with $p \geq 1$ and with $\psi(u)=|u|^{p}$ (i.e., the penalty becomes $\|\lambda\|_{\ell_{p}}^{p}$ ). It was shown in Koltchinskii [65] that sparse recovery is still possible if $p$ is close enough to 1 (say, of the order $1+1 / \log N$ ). Another interesting example is

$$
D=\Lambda:=\left\{\lambda \in \mathbb{R}^{N}: \lambda_{j} \geq 0, \sum_{j=1}^{N} \lambda_{j}=1\right\}
$$

so, $D$ is the simplex of all probability distributions on $\{1, \ldots, N\}$. This corresponds to the sparse recovery problem in the convex hull of the dictionary

$$
\operatorname{conv}(\mathcal{H}):=\left\{f_{\lambda}: \lambda \in \Lambda\right\} .
$$

In this case, it is natural to study the penalty

$$
-H(\lambda)=\sum_{j=1}^{N} \lambda_{j} \log \lambda_{j}
$$

$H(\lambda)$ is the entropy of probability distribution $\lambda$; this corresponds to the choice $\psi(u)=$ $u \log u$. Such a problem was studied in Koltchinskii [67].

We will follow the approach of $[65,67]$. This approach is based on the analysis of necessary conditions of extremum in problem (8.1). For simplicity, consider the case of $D=\mathbb{R}^{N}$. In this case, for $\hat{\lambda}^{\varepsilon}$ to be a solution of (8.1), it is necessary that $0 \in \partial L_{n, \varepsilon}\left(\hat{\lambda}^{\varepsilon}\right)$, where

$$
L_{n, \varepsilon}(\lambda):=P_{n}\left(\ell \bullet f_{\lambda}\right)+\varepsilon \sum_{j=1}^{N} \psi\left(\lambda_{j}\right)
$$

and $\partial$ denotes the subdifferential of convex functions. If $\psi$ is smooth, this leads to the equations

$$
\begin{equation*}
P_{n}\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right) h_{j}+\varepsilon \psi^{\prime}\left(\hat{\lambda}_{j}^{\varepsilon}\right)=0, j=1, \ldots, N . \tag{8.3}
\end{equation*}
$$

Define

$$
L_{\varepsilon}(\lambda):=P\left(\ell \bullet f_{\lambda}\right)+\varepsilon \sum_{j=1}^{N} \psi\left(\lambda_{j}\right)
$$

and

$$
\nabla L_{\varepsilon}(\lambda):=\left(P\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{j}+\varepsilon \psi^{\prime}\left(\lambda_{j}\right)\right)_{j=1, \ldots, N}
$$

The vector $\nabla L_{\varepsilon}(\lambda)$ is the gradient and the subgradient of the convex function $L_{\varepsilon}(\lambda)$ at point $\lambda$. It follows from (8.3) that

$$
P_{n}\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right)+\varepsilon \sum_{j=1}^{N} \psi^{\prime}\left(\hat{\lambda}_{j}^{\varepsilon}\right)\left(\hat{\lambda}_{j}^{\varepsilon}-\lambda_{j}\right)=0
$$

and we also have

$$
P\left(\ell^{\prime} \bullet f_{\lambda}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right)+\varepsilon \sum_{j=1}^{N} \psi^{\prime}\left(\lambda_{j}\right)\left(\hat{\lambda}_{j}^{\varepsilon}-\lambda_{j}\right)=\left\langle\nabla L_{\varepsilon}(\lambda), \hat{\lambda}^{\varepsilon}-\lambda\right\rangle_{\ell_{2}} .
$$

Subtracting the second equation from the first yields the relationship

$$
P\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}-\ell^{\prime} \bullet f_{\lambda}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right)+\varepsilon \sum_{j=1}^{N}\left(\psi^{\prime}\left(\hat{\lambda}_{j}^{\varepsilon}\right)-\psi^{\prime}\left(\lambda_{j}\right)\right)\left(\hat{\lambda}_{j}^{\varepsilon}-\lambda_{j}\right)=
$$

$$
\left\langle\nabla L_{\varepsilon}(\lambda), \lambda-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}}+\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right) .
$$

If $\ell$ is a loss of quadratic type, then

$$
P\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}-\ell^{\prime} \bullet f_{\lambda}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right) \geq c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right\|_{L_{2}(\Pi)}^{2}
$$

with some constant $c>0$ depending only on $\ell$ and the following inequality holds

$$
\begin{align*}
& c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j=1}^{N}\left(\psi^{\prime}\left(\hat{\lambda}_{j}^{\varepsilon}\right)-\psi^{\prime}\left(\lambda_{j}\right)\right)\left(\hat{\lambda}_{j}^{\varepsilon}-\lambda_{j}\right) \leq \\
& \left\langle\nabla L_{\varepsilon}(\lambda), \lambda-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}}+\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right) . \tag{8.4}
\end{align*}
$$

Inequality (8.4) provides some information about "sparsity" of $\hat{\lambda}^{\varepsilon}$ in terms of "sparsity" of the oracle $\lambda$ and it also provides tight bounds on $\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right\|_{L_{2}(\Pi)}$. Indeed, if $J=J_{\lambda}=$ $\operatorname{supp}(\lambda)$ and $\psi^{\prime}(0)=0\left(\right.$ which is the case, for instance, when $\psi(u)=u^{p}$ for some $p>1$ ), then

$$
\sum_{j=1}^{N}\left(\psi^{\prime}\left(\hat{\lambda}_{j}^{\varepsilon}\right)-\psi^{\prime}\left(\lambda_{j}\right)\right)\left(\hat{\lambda}_{j}^{\varepsilon}-\lambda_{j}\right) \geq \sum_{j \notin J} \psi^{\prime}\left(\hat{\lambda}_{j}^{\varepsilon}\right) \hat{\lambda}_{j}^{\varepsilon}=\sum_{j \notin J}\left|\psi^{\prime}\left(\hat{\lambda}_{j}^{\varepsilon}\right)\right|\left|\hat{\lambda}_{j}^{\varepsilon}\right|
$$

(note that all the terms in the sum in the left hand side are nonnegative since $\psi$ is convex and $\psi^{\prime}$ is nondecreasing). Thus, the following bound holds

$$
\begin{align*}
& c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\psi^{\prime}\left(\hat{\lambda}_{j}^{\varepsilon}\right) \| \hat{\lambda}_{j}^{\varepsilon}\right| \leq \\
& \left\langle\nabla L_{\varepsilon}(\lambda), \lambda-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}}+\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right), \tag{8.5}
\end{align*}
$$

in which the left hand side measures the $L_{2}$-distance of $f_{\hat{\lambda} \varepsilon}$ from the oracle $f_{\lambda}$ as well as the degree of sparsity of the empirical solution $\hat{\lambda}^{\varepsilon}$. This inequality will be applied to sparse vectors $\lambda$ ("oracles") such that the term $\left\langle\nabla L_{\varepsilon}(\lambda), \lambda-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}}$ is either negative, or positive, but small enough. This is the case, for instance, when the subgradient $\nabla L_{\varepsilon}(\lambda)$ is small in certain sense. In such cases, the left hand side is controlled by the empirical process

$$
\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right) .
$$

It happens that its size in turn depends on the $L_{2^{2}}$-distance $\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right\|_{L_{2}(\Pi)}$ and the measure of "sparsity" $\sum_{j \notin J}\left|\psi^{\prime}\left(\hat{\lambda}_{j}^{\varepsilon}\right)\right|\left|\hat{\lambda}_{j}^{\varepsilon}\right|$, the quantities involved in the left hand side. Writing these bounds precisely yields an inequality on these two quantities which can be solved to derive the explicit bounds. In the case of strictly convex smooth penalty function $\psi$ (such as $\psi(u)=u^{p}, p>1$ or $\left.\psi(u)=u \log u\right)$, the same approach can be
used also in the case of "approximately sparse" oracles $\lambda$ (since the function $\psi^{\prime}$ is strictly increasing and smooth). A natural choice of oracle is

$$
\begin{equation*}
\lambda^{\varepsilon}:=\operatorname{argmin}_{\lambda \in D}\left[P\left(\ell \bullet f_{\lambda}\right)+\varepsilon \sum_{j=1}^{N} \psi\left(\lambda_{j}\right)\right], \tag{8.6}
\end{equation*}
$$

for which in the smooth case

$$
\left\langle\nabla L_{\varepsilon}\left(\lambda^{\varepsilon}\right), \lambda^{\varepsilon}-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}} \leq 0
$$

(if $D=\mathbb{R}^{N}$, we even have $\nabla L_{\varepsilon}\left(\lambda^{\varepsilon}\right)=0$ ). For this oracle, the bounds on $\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}$ and on the degree of sparsity of $\hat{\lambda}^{\varepsilon}$ do not depend on the properties of the dictionary, but only on "approximate sparsity" of $\lambda^{\varepsilon}$. As a consequence, it is also possible to bound the "random error" $\left|\mathcal{E}\left(f_{\hat{\lambda}^{\varepsilon}}\right)-\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)\right|$ in terms of "approximate sparsity" of $\lambda^{\varepsilon}$. It happens that bounding the "approximation error" $\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)$ is a different problem with not entirely the same geometric parameters responsible for the size of the error. The approximation error is much more sensitive to the properties of the dictionary, in particular, its Gram matrix $H$ which depends on unknown design distribution $\Pi$.

The case of $\ell_{1}$-penalty is more complicated since the penalty is neither strictly convex, nor smooth. In this case there is no special advantage in using $\lambda^{\varepsilon}$ as an oracle since this vector is not necessarily sparse. It is rather approximately sparse, but bound (8.4) does not provide a way to control the random $L_{2}$-error $\left\|f_{\hat{\lambda}_{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}$ in terms of approximate sparsity of the oracle (note that in this case $\psi^{\prime}(\lambda)=\operatorname{sign}(\lambda)$ ). A possible way to tackle the problem is to study a set of oracles $\lambda$ for which

$$
\left\langle\nabla L_{\varepsilon}(\lambda), \lambda-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}}
$$

is negative, or, if positive, then small enough. This can be expressed in terms of certain quantities that describe a way in which the subgradient $\nabla L_{\varepsilon}(\lambda)$ is aligned with the dictionary. Such quantities also emerge rather naturally in attempts to control the approximation error $\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)$ in the case of smooth strictly convex penalties.

## $8.2 \ell_{1}$-Penalization: Bounding the $\ell_{1}$-Norm of a Solution

In the case when the set $D$ is not bounded, there are some additional technical difficulties involved in the analysis of the problem related to the need to provide bounds on proper norms of the empirical solution $\hat{\lambda}^{\varepsilon}$. The bounds of this type have been developed, for
instance, in [65], Theorem 1. Here is a version of this result in the case of $\ell_{1}$-penalization (LASSO) over the whole space $\mathbb{R}^{N}$.

Denote

$$
\begin{equation*}
\hat{\lambda}^{\varepsilon}:=\operatorname{argmin}_{\lambda \in \mathbb{R}^{N}}\left[P_{n}\left(\ell \bullet f_{\lambda}\right)+\varepsilon\|\lambda\|_{\ell_{1}}\right] \tag{8.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda^{\varepsilon}:=\operatorname{argmin}_{\lambda \in \mathbb{R}^{N}}\left[P\left(\ell \bullet f_{\lambda}\right)+\varepsilon\|\lambda\|_{\ell_{1}}\right] . \tag{8.8}
\end{equation*}
$$

Theorem 8.1 There exists a constant $D>0$ depending only on $\ell$ such that for all $A \geq 1$ and for all $\varepsilon$ and $\lambda \in \mathbb{R}^{N}$ satisfying the assumption

$$
\begin{equation*}
\varepsilon \geq D\left(\left\|\ell^{\prime} \bullet f_{\lambda}\right\|_{L_{2}(P)} \sqrt{\frac{A \log N}{n}} \bigvee\left\|\ell^{\prime} \bullet f_{\lambda}\right\|_{\infty} \frac{A \log N}{n}\right) \bigvee 4 \max _{1 \leq k \leq N}\left|P\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right|, \tag{8.9}
\end{equation*}
$$

the following inequality holds:

$$
\mathbb{P}\left\{\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}} \geq 3\|\lambda\|_{\ell_{1}}\right\} \leq N^{-A}
$$

In particular, if

$$
\varepsilon \geq D\left(\left\|\ell^{\prime} \bullet f_{\lambda^{\varepsilon} / 4}\right\|_{L_{2}(P)} \sqrt{\frac{A \log N}{n}} \bigvee\left\|\ell^{\prime} \bullet f_{\lambda^{\varepsilon / 4}}\right\|_{\infty} \frac{A \log N}{n}\right)
$$

then

$$
\mathbb{P}\left\{\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}} \geq 3\left\|\lambda^{\varepsilon / 4}\right\|_{\ell_{1}}\right\} \leq N^{-A}
$$

Proof. The definition of $\hat{\lambda}^{\varepsilon}$ implies that

$$
P_{n}\left(\ell \bullet f_{\hat{\lambda}_{\varepsilon}}\right)+\varepsilon\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}} \leq P_{n}\left(\ell \bullet f_{\lambda}\right)+\varepsilon\|\lambda\|_{\ell_{1}}, \lambda \in \mathbb{R}^{N} .
$$

By convexity of the function $\lambda \mapsto P_{n}\left(\ell \bullet f_{\lambda}\right)$,

$$
P_{n}\left(\ell \bullet f_{\hat{\lambda}^{\varepsilon}}\right)-P_{n}\left(\ell \bullet f_{\lambda}\right) \geq P_{n}\left(\ell^{\prime} \bullet f_{\lambda}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right)
$$

As a result,

$$
\begin{aligned}
& \varepsilon\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}} \leq \varepsilon\|\lambda\|_{\ell_{1}}+P_{n}\left(\ell^{\prime} \bullet f_{\lambda}\right)\left(f_{\lambda}-f_{\hat{\lambda}^{\varepsilon}}\right) \leq \\
& \varepsilon\|\lambda\|_{\ell_{1}}+\max _{1 \leq k \leq N}\left|P_{n}\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right|\left\|\hat{\lambda}^{\varepsilon}-\lambda\right\|_{\ell_{1}} .
\end{aligned}
$$

This yields the bound

$$
\left(\varepsilon-\max _{1 \leq k \leq N}\left|P_{n}\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right|\right)\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}} \leq\left(\varepsilon+\max _{1 \leq k \leq N}\left|P_{n}\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right|\right)\|\lambda\|_{\ell_{1}} .
$$

If

$$
\varepsilon>\max _{1 \leq k \leq N}\left|P_{n}\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right|
$$

then

$$
\begin{equation*}
\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}} \leq \frac{\varepsilon+\max _{1 \leq k \leq N}\left|P_{n}\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right|}{\varepsilon-\max _{1 \leq k \leq N}\left|P_{n}\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right|}\|\lambda\|_{\ell_{1}} . \tag{8.10}
\end{equation*}
$$

Note that, under the assumption (8.9),

$$
\begin{gathered}
\max _{1 \leq k \leq N}\left|P_{n}\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right| \leq \max _{1 \leq k \leq N}\left|P\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right|+ \\
\max _{1 \leq k \leq N}\left|\left(P_{n}-P\right)\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right| \leq \varepsilon / 4+\max _{1 \leq k \leq N}\left|\left(P_{n}-P\right)\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right| .
\end{gathered}
$$

The second term is bounded using Bernstein's inequality which yields that with probability at least $1-N^{-A}$ and with some choice of constant $C$

$$
\max _{1 \leq k \leq N}\left|\left(P_{n}-P\right)\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right| \leq C\left\|\ell^{\prime} \bullet f_{\lambda}\right\|_{L_{2}(P)} \sqrt{\frac{A \log N}{n}} \bigvee\left\|\ell^{\prime} \bullet f_{\lambda}\right\|_{\infty} \frac{A \log N}{n}
$$

If the assumption (8.9) on $\lambda$ is satisfied with $D=4 C$, then with probability at least $1-N^{-A}$

$$
\max _{1 \leq k \leq N}\left|\left(P_{n}-P\right)\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right| \leq \varepsilon / 4
$$

and it follows that with the same probability

$$
\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}} \leq \frac{\varepsilon+\varepsilon / 2}{\varepsilon-\varepsilon / 2}\|\lambda\|_{\ell_{1}}=3\|\lambda\|_{\ell_{1}}
$$

If we use in (8.10) $\lambda:=\lambda^{\varepsilon / 4}$, then, by the necessary conditions of extremum in the definition of $\lambda^{\varepsilon / 4}$,

$$
\left|P\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon / 4}}\right) h_{k}\right| \leq \frac{\varepsilon}{4}, k=1, \ldots, N
$$

which implies the second statement.

It is also possible to show that $\left\|\lambda^{c \varepsilon}\right\|_{\ell_{1}}$ with a large enough constant $c$ provides a lower bound on $\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}}$ (with a high probability). Namely, the following result holds.

Theorem 8.2 There exist constants $D>0, c>0$ depending only on $\ell$ such that, for all $A \geq 1$ and for all $\varepsilon$ satisfying the assumption

$$
\begin{equation*}
\varepsilon \geq D\left(\left\|\lambda^{\varepsilon / 4}\right\|_{\ell_{1}}+1\right) \sqrt{\frac{A \log N}{n}} \tag{8.11}
\end{equation*}
$$

the following inequality holds:

$$
\mathbb{P}\left\{\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}} \leq \frac{1}{3}\left\|\lambda^{c \varepsilon}\right\|_{\ell_{1}}\right\} \leq N^{-A}
$$

Proof. By the definition of $\lambda^{c \varepsilon}$,

$$
P\left(\ell \bullet f_{\lambda^{c \varepsilon}}\right)+c \varepsilon\left\|\lambda^{c \varepsilon}\right\|_{\ell_{1}} \leq P\left(\ell \bullet f_{\hat{\lambda}_{\varepsilon}}\right)+c \varepsilon\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}} .
$$

Arguing exactly as at the beginning of the proof of Theorem 8.1, one can show that

$$
\begin{equation*}
\left\|\lambda^{c \varepsilon}\right\|_{\ell_{1}} \leq \frac{c \varepsilon+\max _{1 \leq k \leq N}\left|P\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right) h_{k}\right|}{c \varepsilon-\max _{1 \leq k \leq N}\left|P\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right) h_{k}\right|}\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}} \tag{8.12}
\end{equation*}
$$

as soon as

$$
c \varepsilon>\max _{1 \leq k \leq N}\left|P\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right) h_{k}\right| .
$$

We have

$$
\max _{1 \leq k \leq N}\left|P\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right) h_{k}\right| \leq \max _{1 \leq k \leq N}\left|P_{n}\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right) h_{k}\right|+\max _{1 \leq k \leq N}\left|\left(P_{n}-P\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right) h_{k}\right|
$$

and, using necessary conditions of extremum in problem (8.7), the first term can be bounded as follows:

$$
\max _{1 \leq k \leq N}\left|P_{n}\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right) h_{k}\right| \leq \varepsilon .
$$

To bound the second term, we use the following lemma.

Lemma 8.1 There exist constants $C, L$ depending only on $\ell$ such that for all $A \geq 1$ and for all $R>0$ with probability at least $1-N^{-A}$

$$
\max _{1 \leq k \leq N} \sup _{\|\lambda\|_{\ell_{1}} \leq R}\left|\left(P_{n}-P\right)\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right| \leq C(1+L R) \sqrt{\frac{A \log N}{n}} .
$$

We use it for $R=\left\|\lambda^{\varepsilon / 4}\right\|_{\ell_{1}}$ and combine it with the second bound of Theorem 8.1. This bound can be used since under the assumptions on the loss function $\ell$

$$
\left\|\ell^{\prime} \bullet f_{\lambda}\right\|_{L_{2}(P)} \leq\left\|\ell^{\prime} \bullet f_{\lambda}\right\|_{\infty} \leq C_{1}\left(1+\|\lambda\|_{\ell_{1}}\right)
$$

with some constant $C_{1}$, which allows one to write down the condition on $\varepsilon$ as (8.11). With an adjustment of the constants, it follows that with probability at least $1-N^{-A}$

$$
\max _{1 \leq k \leq N}\left|\left(P_{n}-P\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right) h_{k}\right| \leq C\left(1+L\left\|\lambda^{\varepsilon / 4}\right\|_{\ell_{1}}\right) \sqrt{\frac{A \log N}{n}} .
$$

One can choose the value of $c$ in such a way that the condition

$$
c \varepsilon \geq 2 C\left(1+L\left\|\lambda^{\varepsilon / 4}\right\|_{\ell_{1}}\right) \sqrt{\frac{A \log N}{n}}+2 \varepsilon
$$

would follow from the assumption on $\varepsilon$ (8.11). With such a choice of $c$, we have that with probability at least $1-N^{-A}$

$$
c \varepsilon>2 \max _{1 \leq k \leq N}\left|P\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right) h_{k}\right| .
$$

It is enough to recall (8.12) to get that with probability at least $1-N^{-A}$

$$
\left\|\lambda^{c \varepsilon}\right\|_{\ell_{1}} \leq 3\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}} .
$$

Proof of Lemma 8.1. Note that, under the assumptions on $\ell$, we have, for all $k=1, \ldots, N$ and all $\lambda$ satisfying $\|\lambda\|_{\ell_{1}} \leq R$,

$$
\left\|\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right\|_{\infty} \leq C(1+L R)
$$

with constants $C, L>0$ depending only on $\ell$. We apply the bounded difference inequality to the supremum of the empirical process indexed by the class

$$
\mathcal{G}:=\left\{\frac{\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}}{C(1+L R)}:\|\lambda\|_{\ell_{1}} \leq R\right\} .
$$

This yields the following bound that holds with probability at least $1-e^{-t}$ :

$$
\sup _{\|\lambda\|_{\ell_{1}} \leq R}\left|\left(P_{n}-P\right)\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right| \leq \mathbb{E} \sup _{\|\lambda\|_{\ell_{1}} \leq R}\left|\left(P_{n}-P\right)\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right|+\frac{C(1+L R) \sqrt{t}}{\sqrt{n}} .
$$

To bound the expectation

$$
\mathbb{E} \sup _{\|\lambda\|_{\ell_{1}} \leq R}\left|\left(P_{n}-P\right)\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right|
$$

we use the symmetrization inequality followed by the contraction inequality:

$$
\mathbb{E} \sup _{\|\lambda\| \ell_{1} \leq R}\left|\left(P_{n}-P\right)\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right| \leq 2 \mathbb{E} \sup _{\|\lambda\|_{\ell_{1}} \leq R}\left|R_{n}\left(\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right)\right| \leq C \mathbb{E} \sup _{\|\lambda\| \ell_{1} \leq R}\left|R_{n}\left(f_{\lambda}\right)\right| .
$$

Using Theorem 3.4, we get

$$
\mathbb{E} \sup _{\|\lambda\|_{\ell_{1}} \leq R}\left|R_{n}\left(f_{\lambda}\right)\right| \leq R \mathbb{E} \max _{1 \leq i \leq N}\left|R_{n}\left(h_{i}\right)\right| \leq C R \sqrt{\frac{\log N}{n}}
$$

It follows from all of the above bounds that with probability at least $1-e^{-t}$ and with some constants $C, L$ depending only on $\ell$,

$$
\sup _{\|\lambda\|_{\ell_{1}} \leq R}\left|\left(P_{n}-P\right)\left(\ell \bullet f_{\lambda}\right) h_{k}\right| \leq C(1+L R) \sqrt{\frac{\log N+t}{n}}
$$

We use this bound for all $k=1, \ldots, N$ with $t=A \log N+\log N$ and then apply the union bound. With a proper adjustment of the constants, this completes the proof.

The next result provides a simple upper bound on the excess risk of the empirical solution $f_{\hat{\lambda}^{\varepsilon}}$.

Theorem 8.3 There exist constants $C, D>0$ depending only on $\ell$ such that for all $A \geq 1$ and for all $\varepsilon$ and $\lambda \in \mathbb{R}^{N}$ satisfying the assumption

$$
\begin{equation*}
\varepsilon \geq D\left(\|\lambda\|_{\ell_{1}}+1\right) \sqrt{\frac{A \log N}{n}} \bigvee 4 \max _{1 \leq k \leq N}\left|P\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{k}\right| \tag{8.13}
\end{equation*}
$$

the following bound holds with probability at least $1-N^{-A}$ :

$$
\mathcal{E}\left(f_{\hat{\lambda}^{\varepsilon}}\right) \leq \mathcal{E}\left(f_{\lambda}\right)+C\|\lambda\|_{\ell_{1}} \varepsilon
$$

Proof. We will use the following lemma that can be proved quite similarly to Lemma 8.1.

Lemma 8.2 There exist constants $C, L$ depending only on $\ell$ such that for all $A \geq 1$ and for all $R>0$ with probability at least $1-N^{-A}$

$$
\sup _{\|\lambda\|_{\ell_{1}} \leq R}\left|\left(P_{n}-P\right)\left(\ell \bullet f_{\lambda}-\ell \bullet f_{0}\right)\right| \leq C(1+L R) R \sqrt{\frac{A \log N}{n}}
$$

Using the definition of $\hat{\lambda}^{\varepsilon}$, we get

$$
\begin{gathered}
P\left(\ell \bullet f_{\hat{\lambda}^{\varepsilon}}\right)-P\left(\ell \bullet f_{\lambda}\right) \leq P_{n}\left(\ell \bullet f_{\hat{\lambda}^{\varepsilon}}\right)+\varepsilon\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}}-P_{n}\left(\ell \bullet f_{\lambda}\right)-\varepsilon\|\lambda\|_{\ell_{1}}+ \\
+\varepsilon\|\lambda\|_{\ell_{1}}+2 \sup _{\|u\|_{\ell_{1}} \leq\|\lambda\|_{\ell_{1}} \vee\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}}}\left|\left(P_{n}-P\right)\left(\ell \bullet f_{u}-\ell \bullet f_{0}\right)\right| \leq \\
\varepsilon\|\lambda\|_{\ell_{1}}+2 \sup _{\|u\|_{\ell_{1}} \leq\|\lambda\|_{\ell_{1}} \vee\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}}}\left|\left(P_{n}-P\right)\left(\ell \bullet f_{u}-\ell \bullet f_{0}\right)\right| .
\end{gathered}
$$

Note that, under the assumptions on the loss function $\ell$, (8.13) implies (8.9) (with a proper choice of constants in these assumptions). Then, it follows from Theorem 8.1 that with probability at least $1-N^{-A}$,

$$
\left\|\hat{\lambda}^{\varepsilon}\right\|_{\ell_{1}} \leq 3\|\lambda\|_{\ell_{1}}
$$

This can be combined with the bound of Lemma 8.2 to get that with a proper choice of $C$ and with probability at least $1-N^{-A}$

$$
2 \sup _{\|u\|_{\ell_{1}} \leq\|\lambda\|_{\ell_{1}}\| \| \hat{\lambda}^{\hat{\varepsilon}} \|_{\ell_{1}}}\left|\left(P_{n}-P\right)\left(\ell \bullet f_{u}-\ell \bullet f_{0}\right)\right| \leq C\left(1+L\|\lambda\|_{\ell_{1}}\right)\|\lambda\|_{\ell_{1}} \sqrt{\frac{A \log N}{n}} .
$$

As a result, we easily get the bound

$$
P\left(\ell \bullet f_{\hat{\lambda}^{\varepsilon}}\right)-P\left(\ell \bullet f_{\lambda}\right) \leq C\|\lambda\|_{\ell_{1}} \varepsilon
$$

that holds with probability at least $1-N^{-A}$ with a proper choice of constant $C>0$. This implies the statement of the theorem.

In the following sections, we concentrate on the case when the set $D$ is bounded. However, our method of proof combined with such results as Theorem 8.1 can be easily used to handle the case of unbounded domain (see [65] for some results in this direction).

## $8.3 \quad \ell_{1}$-Penalization and Oracle Inequalities

The following penalized empirical risk minimization problem will be studied:

$$
\begin{equation*}
\hat{\lambda}^{\varepsilon}:=\operatorname{argmin}_{\lambda \in U_{\ell_{1}}}\left[P_{n}\left(\ell \bullet f_{\lambda}\right)+\varepsilon\|\lambda\|_{\ell_{1}}\right], \tag{8.14}
\end{equation*}
$$

where $\varepsilon \geq 0$ is a regularization parameter and

$$
\|\lambda\|_{\ell_{1}}:=\sum_{j=1}^{N}\left|\lambda_{j}\right| .
$$

Denote

$$
L_{\varepsilon}(\lambda):=P\left(\ell \bullet f_{\lambda}\right)+\varepsilon\|\lambda\|_{\ell_{1}} .
$$

For $\lambda \in \mathbb{R}^{N}$, let $\nabla L_{\varepsilon}(\lambda) \in \partial L_{\varepsilon}(\lambda)$ be the vector with components

$$
P\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{j}+\varepsilon s_{j}(\lambda), j=1, \ldots, N
$$

where $s_{j}=s_{j}(\lambda)=\operatorname{sign}\left(\lambda_{j}\right)$ (assume that $\left.\operatorname{sign}(0)=0\right)$. The vector $\nabla L_{\varepsilon}(\lambda)$ is a subgradient of the function $L_{\varepsilon}$ at point $\lambda$. Note that $\partial|u|=+1$ for $u>0, \partial|u|=-1$ for $u, 0$ and $\partial|u|=[-1,1]$ for $u=0$.

In the case of $\ell_{1}$-penalization, we are going to compare the empirical solution $\hat{\lambda}^{\varepsilon}$ with an oracle $\lambda \in U_{\ell_{1}}$ that will be characterized by its "sparsity" as well as by measure of "alignment" of the subgradient $\nabla L_{\varepsilon}(\lambda) \in \partial L_{\varepsilon}(\lambda)$.

We will use the following versions of alignment for vectors $\nabla L_{\varepsilon}(\lambda)$ and $s(\lambda)$ :

$$
\alpha_{+}(\varepsilon, \lambda):=a_{H}^{(\infty)}\left(U_{\ell_{1}}, \lambda, \nabla L_{\varepsilon}(\lambda)\right) \vee 0
$$

and

$$
\alpha(\lambda):=a_{H}^{(2)}\left(U_{\ell_{1}}, \lambda, s(\lambda)\right) \vee 0, \quad \alpha_{+}(\lambda):=a_{H}^{(\infty)}\left(U_{\ell_{1}}, \lambda, s(\lambda)\right) \vee 0 .
$$

Clearly,

$$
\alpha(\lambda) \leq \alpha_{+}(\lambda)
$$

and it is easy to check that

$$
\alpha_{+}(\varepsilon, \lambda) \leq\left\|\ell^{\prime} \bullet f_{\lambda}\right\|_{L_{2}(P)}+\varepsilon \alpha_{+}(\lambda) .
$$

The last term in the right hand side is the alignment coefficient of vector $s(\lambda)$ that depends on the sparsity of $\lambda$ as well as on geometry of the dictionary.

Theorem 8.4 There exist constants $D>0$ and $C>0$ depending only on $\ell$ such that, for all $\bar{\lambda} \in U_{\ell_{1}}$, for $J=\operatorname{supp}(\bar{\lambda})$ and $d:=d(J)=\operatorname{card}(J)$, for all $A \geq 1$ and for all

$$
\begin{equation*}
\varepsilon \geq D \sqrt{\frac{d+A \log N}{n}} \tag{8.15}
\end{equation*}
$$

the following bound holds with probability at least $1-N^{-A}$ :

$$
\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq C\left[\frac{d+A \log N}{n} \bigvee \alpha_{+}^{2}(\varepsilon, \bar{\lambda})\right] .
$$

Moreover, with the same probability

$$
\left\|f_{\hat{\lambda} \varepsilon}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq C\left[\frac{d+A \log N}{n} \bigvee\left\|\ell^{\prime} \bullet f_{\bar{\lambda}}\right\|_{L_{2}(P)}^{2} \bigvee \alpha^{2}(\bar{\lambda}) \varepsilon^{2}\right] .
$$

No condition on the dictionary is needed for the bounds of the theorem to be true (except uniform boundedness of functions $h_{j}$ ). On the other hand, the assumption on $\varepsilon$,

$$
\varepsilon \geq D \sqrt{\frac{d+A \log N}{n}}
$$

essentially, relates the regularization parameter to the unknown sparsity of the problem. To get around this difficulty, we will prove another version of the theorem in which it is only assumed that

$$
\varepsilon \geq D \sqrt{\frac{A \log N}{n}}
$$

but, on the other hand, there is some dependence on the geometry of the dictionary. At the same time, the error in this result is controlled not by $d=\operatorname{card}(J)$, but rather by the dimension of a linear space $L$ providing a reasonably good approximation of the functions $\left\{h_{j}: j \in J\right\}$ (such a dimension could be much smaller than $\operatorname{card}(J)$ ). To formulate this result, some further notation will be needed.

Given a linear subspace $L \subset L_{2}(\Pi)$, denote

$$
U(L):=\sup _{f \in L,\|f\|_{L_{2}(\Pi)}=1}\|f\|_{\infty}+1 .
$$

If $I_{L}:\left(L,\|\cdot\|_{L_{2}(\Pi)}\right) \mapsto\left(L,\|\cdot\|_{\infty}\right)$ is the identity operator, then $U(L)-1$ is the norm of the operator $I_{L}$. We will use this quantity only for finite dimensional subspaces. In such case, for any $L_{2}(\Pi)$-orthonormal basis $\phi_{1}, \ldots, \phi_{d}$ of $L$,

$$
U(L) \leq \max _{1 \leq j \leq d}\left\|\phi_{j}\right\|_{\infty} \sqrt{d}+1
$$

where $d:=\operatorname{dim}(L)$. In what follows, let $P_{L}$ be the orthogonal projector onto $L$ and $L^{\perp}$ be the orthogonal complement of $L$. We are interested in subspaces $L$ such that
(a) $\operatorname{dim}(L)$ and $U(L)$ are not very large;
(b) functions $\left\{h_{j}: j \in J\right\}$ in the "relevant" part of the dictionary can be approximated well by the functions from $L$ so that the quantity

$$
\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)}
$$

is small.

Theorem 8.5 Suppose that

$$
\begin{equation*}
\varepsilon \geq D \sqrt{\frac{A \log N}{n}} \tag{8.16}
\end{equation*}
$$

with a large enough constant $D>0$ depending only on $\ell$. For all $\bar{\lambda} \in U_{\ell_{1}}$, for $J=\operatorname{supp}(\bar{\lambda})$, for all subspaces $L$ of $L_{2}(\Pi)$ with $d:=\operatorname{dim}(L)$ and for all $A \geq 1$, the following bound holds with probability at least $1-N^{-A}$ and with a constant $C>0$ depending only on $\ell$ :

$$
\begin{align*}
& \left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq  \tag{8.17}\\
& C\left[\frac{d+A \log N}{n} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee \alpha_{+}^{2}(\varepsilon ; \bar{\lambda})\right] .
\end{align*}
$$

Moreover, with the same probability

$$
\begin{align*}
& \left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq  \tag{8.18}\\
& C\left[\frac{d+A \log N}{n} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee\right. \\
& \left.\left\|\ell^{\prime} \bullet f_{\bar{\lambda}}\right\|_{L_{2}(P)}^{2} \bigvee \alpha^{2}(\bar{\lambda}) \varepsilon^{2}\right]
\end{align*}
$$

The next two corollaries provide bounds on $\left\|\hat{\lambda}^{\varepsilon}-\bar{\lambda}\right\|_{\ell_{1}}$ in terms of the quantity $\beta_{2,2}(\bar{\lambda}, \Pi)$; they follow in a straightforward way from the proofs of the theorems.

Corollary 8.1 Under the assumptions and notations of Theorem 8.4, the following bound holds with probability at least $1-N^{-A}$ :

$$
\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon\left\|\hat{\lambda}^{\varepsilon}-\bar{\lambda}\right\|_{\ell_{1}} \leq C\left[\frac{d+A \log N}{n} \bigvee\left\|\ell^{\prime} \bullet f_{\bar{\lambda}}\right\|_{L_{2}(P)}^{2} \bigvee \beta_{2,2}^{2}(\bar{\lambda}, \Pi) \varepsilon^{2} d\right]
$$

Corollary 8.2 Under the assumptions and notations of Theorem 8.5, the following bound holds with probability at least $1-N^{-A}$ :

$$
\begin{align*}
& \left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon\left\|\hat{\lambda}^{\varepsilon}-\bar{\lambda}\right\|_{\ell_{1}} \leq  \tag{8.19}\\
& C\left[\frac{d+A \log N}{n} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee\right. \\
& \left.\left\|\ell^{\prime} \bullet f_{\bar{\lambda}}\right\|_{L_{2}(P)}^{2} \bigvee \beta_{2,2}^{2}(\bar{\lambda}, \Pi) \varepsilon^{2} d\right]
\end{align*}
$$

Proof of Theorem 8.5. According to the definition of $\hat{\lambda}^{\varepsilon}$,

$$
\begin{equation*}
\hat{\lambda}^{\varepsilon} \in \operatorname{Argmin}_{\|\lambda\|_{\ell_{1}} \leq 1}\left[P_{n}\left(\ell \bullet f_{\lambda}\right)+\varepsilon\|\lambda\|_{\ell_{1}}\right] . \tag{8.20}
\end{equation*}
$$

Subgradients of convex function

$$
\lambda \mapsto P_{n}\left(\ell \bullet f_{\lambda}\right)+\varepsilon\|\lambda\|_{\ell_{1}}
$$

are the vectors in $\mathbb{R}^{N}$ with components

$$
P_{n}\left(\ell^{\prime} \bullet f_{\lambda}\right) h_{j}+\varepsilon \sigma_{j}, j=1, \ldots, N
$$

where $\sigma_{j} \in[-1,1], \sigma_{j}=\operatorname{sign}\left(\lambda_{j}\right)$ if $\lambda_{j} \neq 0$. It follows from necessary conditions of extremum in problem (8.20) that there exist numbers $\hat{s}_{j} \in[-1,1]$ such that $\hat{s}_{j}=\operatorname{sign}\left(\hat{\lambda}_{j}^{\varepsilon}\right)$ when $\hat{\lambda}_{j}^{\varepsilon} \neq 0$ and, for all $u \in T_{U_{\ell_{1}}}\left(\hat{\lambda}^{\varepsilon}\right)$,

$$
\sum_{j=1}^{N}\left(P_{n}\left(\ell^{\prime} \cdot f_{\hat{\lambda}^{\varepsilon}}\right) h_{j} u_{j}+\varepsilon \hat{s}_{j} u_{j}\right) \geq 0
$$

Since $\bar{\lambda} \in U_{\ell_{1}}, \bar{\lambda}-\hat{\lambda}^{\varepsilon} \in T_{U_{\ell_{1}}}\left(\hat{\lambda}^{\varepsilon}\right)$, and the next inequality immediately follows:

$$
\begin{equation*}
P_{n}\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right)+\varepsilon \sum_{j=1}^{N} \hat{s}_{j}\left(\hat{\lambda}_{j}-\bar{\lambda}_{j}\right) \leq 0 . \tag{8.21}
\end{equation*}
$$

Recalling the definition

$$
s_{j}=s_{j}(\bar{\lambda})=\operatorname{sign}\left(\bar{\lambda}_{j}\right)
$$

and

$$
\nabla L_{\varepsilon}(\bar{\lambda})=\left(P\left(\ell^{\prime} \bullet f_{\bar{\lambda}}\right) h_{j}+\varepsilon s_{j}\right)_{j=1, \ldots, N}
$$

we also have

$$
\begin{equation*}
P\left(\ell^{\prime} \bullet f_{\bar{\lambda}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right)+\varepsilon \sum_{j=1}^{N} s_{j}\left(\hat{\lambda}_{j}-\bar{\lambda}_{j}\right)=\left\langle\nabla L_{\varepsilon}(\bar{\lambda}), \hat{\lambda}^{\varepsilon}-\bar{\lambda}\right\rangle_{\ell_{2}} . \tag{8.22}
\end{equation*}
$$

Subtracting (8.22) from (8.21) yields by a simple algebra

$$
\begin{align*}
& P_{n}\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}-\ell^{\prime} \bullet f_{\bar{\lambda}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right)+\varepsilon \sum_{j=1}^{N}\left(\hat{s}_{j}-s_{j}\right)\left(\hat{\lambda}_{j}-\bar{\lambda}_{j}\right) \leq \\
& \left\langle\nabla L_{\varepsilon}(\bar{\lambda}), \bar{\lambda}-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}}+\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\bar{\lambda}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right) \tag{8.23}
\end{align*}
$$

and

$$
\begin{align*}
& P\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}-\ell^{\prime} \bullet f_{\bar{\lambda}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right)+\varepsilon \sum_{j=1}^{N}\left(\hat{s}_{j}-s_{j}\right)\left(\hat{\lambda}_{j}-\bar{\lambda}_{j}\right) \leq \\
& \left\langle\nabla L_{\varepsilon}(\bar{\lambda}), \bar{\lambda}-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}}+\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right) . \tag{8.24}
\end{align*}
$$

We use inequalities (8.23) and (8.24) to control the "approximate sparsity" of empirical solution $\hat{\lambda}^{\varepsilon}$ in terms of "sparsity" of the "oracle" $\bar{\lambda}$ and to obtain bounds on $\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}$. As always, we use notations $J:=J_{\bar{\lambda}}:=\operatorname{supp}(\bar{\lambda})$. By the conditions on the loss (namely, the boundedness of its second derivative away from 0 ), we have

$$
P\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}-\ell^{\prime} \bullet f_{\bar{\lambda}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right) \geq c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda}\right\|_{L_{2}(\Pi)}^{2},
$$

where $c=\tau(1)$ (note that $\left\|f_{\bar{\lambda}}\right\|_{\infty} \leq 1$ and $\left\|f_{\hat{\lambda} \varepsilon}\right\|_{\infty} \leq 1$ ). Observe also that, for all $j$,

$$
\left(\hat{s}_{j}-s_{j}\right)\left(\hat{\lambda}_{j}-\bar{\lambda}_{j}\right) \geq 0
$$

(by monotonicity of subdifferential of convex function $u \mapsto|u|$ ). For $j \notin J$, we have $\bar{\lambda}_{j}=0$ and $s_{j}=0$. Therefore, (8.24) implies that

$$
\begin{align*}
& c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}\right| \leq \\
& \left\langle\nabla L_{\varepsilon}(\bar{\lambda}), \bar{\lambda}-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}}+\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}_{\varepsilon}}\right)\left(f_{\hat{\lambda}_{\varepsilon}}-f_{\bar{\lambda}}\right) . \tag{8.25}
\end{align*}
$$

Consider first the case when

$$
\begin{equation*}
\left\langle\nabla L_{\varepsilon}(\bar{\lambda}), \bar{\lambda}-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}} \geq\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right) . \tag{8.26}
\end{equation*}
$$

In this case, (8.25) implies that

$$
\begin{equation*}
c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}\right| \leq 2\left\langle\nabla L_{\varepsilon}(\bar{\lambda}), \bar{\lambda}-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}}, \tag{8.27}
\end{equation*}
$$

which, in view of definition of $\alpha_{+}(\varepsilon, \bar{\lambda})$, yields

$$
\begin{equation*}
c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}\right| \leq 2 \alpha_{+}(\varepsilon, \bar{\lambda})\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)} . \tag{8.28}
\end{equation*}
$$

Therefore,

$$
\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)} \leq \frac{2}{c} \alpha_{+}(\varepsilon, \bar{\lambda}),
$$

and, as a consequence, with some constant $C>0$ depending only on $\ell$

$$
\begin{equation*}
\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}\right| \leq C \alpha_{+}^{2}(\varepsilon, \bar{\lambda}) . \tag{8.29}
\end{equation*}
$$

If

$$
\begin{equation*}
\left\langle\nabla L_{\varepsilon}(\bar{\lambda}), \bar{\lambda}-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}}<\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right), \tag{8.30}
\end{equation*}
$$

then (8.25) implies that

$$
\begin{equation*}
c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}\right| \leq 2\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right) . \tag{8.31}
\end{equation*}
$$

Denote

$$
\begin{gathered}
\Lambda(\delta ; \Delta):=\left\{\lambda \in U_{\ell_{1}}:\left\|f_{\lambda}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)} \leq \delta, \sum_{j \notin J}\left|\lambda_{j}\right| \leq \Delta\right\}, \\
\alpha_{n}(\delta ; \Delta):=\sup \left\{\left|\left(P_{n}-P\right)\left(\left(\ell^{\prime} \bullet f_{\lambda}\right)\left(f_{\lambda}-f_{\bar{\lambda}}\right)\right)\right|: \lambda \in \Lambda(\delta ; \Delta)\right\} .
\end{gathered}
$$

To bound $\alpha_{n}(\delta, \Delta)$, the following lemma will be used.

Lemma 8.3 Under the assumptions of Theorem 8.5, there exists constant $C$ that depends only on $\ell$ such that with probability at least $1-N^{-A}$, for all

$$
\begin{equation*}
n^{-1 / 2} \leq \delta \leq 1 \text { and } n^{-1 / 2} \leq \Delta \leq 1 \tag{8.32}
\end{equation*}
$$

the following bounds hold:

$$
\begin{align*}
& \alpha_{n}(\delta ; \Delta) \leq \beta_{n}(\delta ; \Delta):=C\left[\delta \sqrt{\frac{d+A \log N}{n}} \bigvee \Delta \sqrt{\frac{A \log N}{n}}\right. \\
& \left.\bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee \frac{A \log N}{n}\right] \tag{8.33}
\end{align*}
$$

Take

$$
\begin{equation*}
\delta=\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)} \quad \text { and } \quad \Delta=\sum_{j \notin J} \hat{\lambda}_{j}^{\varepsilon} . \tag{8.34}
\end{equation*}
$$

If $\delta \geq n^{-1 / 2}, \Delta \geq n^{-1 / 2}$, then Lemma 8.3 and (8.31) imply the following bound:

$$
\begin{equation*}
c \delta^{2}+\varepsilon \Delta \leq 2 \beta_{n}(\delta, \Delta) \tag{8.35}
\end{equation*}
$$

If $\delta<n^{-1 / 2}$ or $\Delta<n^{-1 / 2}$, they should be replaced in the expression for $\beta_{n}(\delta, \Delta)$ by $n^{-1 / 2}$. With this change, bound (8.35) still holds and the proof goes through with some simplifications. Thus, we will consider only the main case when $\delta \geq n^{-1 / 2}, \Delta \geq n^{-1 / 2}$. In this case, the inequality (8.35) has to be solved to complete the proof. It follows from this inequality (with a proper change of constant $C$ ) that

$$
\begin{gathered}
\varepsilon \Delta \leq C \Delta \sqrt{\frac{A \log N}{n}}+C\left[\delta \sqrt{\frac{d+A \log N}{n}} \bigvee\right. \\
\left.\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee \frac{A \log N}{n}\right] .
\end{gathered}
$$

As soon as $D$ in condition (8.16) is such that $D \geq 2 C$, we can write

$$
\varepsilon \Delta \leq C\left[\delta \sqrt{\frac{d+A \log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee \frac{A \log N}{n}\right]
$$

(again the value of constant $C$ might have changed). We solve the inequality with respect to $\Delta$ separately for each term in the maximum and take the maximum of the solutions, which yields the following bound

$$
\Delta \leq C\left[\frac{\delta}{\varepsilon} \sqrt{\frac{d+A \log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \frac{1}{\varepsilon} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n \varepsilon} \bigvee \frac{A \log N}{n \varepsilon}\right] .
$$

Under the assumption (8.16) on $\varepsilon$ (assuming also that $D \geq 1$ ), it is easy to derive that

$$
\Delta \leq \Delta(\delta):=C\left[\frac{\delta}{\varepsilon} \sqrt{\frac{d+A \log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \bigvee \frac{U(L) \log N}{n \varepsilon} \bigvee \sqrt{\frac{A \log N}{n}}\right]
$$

Note that $\beta_{n}(\delta, \Delta)$ is nondecreasing in $\Delta$ and replace $\Delta$ in (8.35) by $\Delta(\delta)$ to get the following bound:

$$
\begin{gathered}
\delta^{2} \leq C\left[\delta \sqrt{\frac{d+A \log N}{n}} \bigvee \frac{\delta}{\varepsilon} \sqrt{\frac{d+A \log N}{n}} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n \varepsilon} \sqrt{\frac{A \log N}{n}} \bigvee\right. \\
\left.\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee \frac{A \log N}{n}\right]
\end{gathered}
$$

We skip the second term in the maximum and modify the third term because $\frac{1}{\varepsilon} \sqrt{\frac{A \log N}{n}} \leq$ 1. As a result, we get

$$
\delta^{2} \leq C\left[\delta \sqrt{\frac{d+A \log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee \frac{A \log N}{n}\right]
$$

Solving the last inequality with respect to $\delta$ yields the following bound on $\delta^{2}$ :

$$
\begin{equation*}
\delta^{2} \leq C\left[\frac{d+A \log N}{n} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n}\right] \tag{8.36}
\end{equation*}
$$

We substitute the last bound back into the expression for $\Delta(\delta)$ to get:

$$
\begin{aligned}
\Delta \leq & C\left[\frac{d+A \log N}{n \varepsilon} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)}^{1 / 2} \frac{1}{\varepsilon}\left(\frac{A \log N}{n}\right)^{1 / 4} \sqrt{\frac{d+A \log N}{n}} \bigvee\right. \\
& \left.\sqrt{\frac{U(L) \log N}{n \varepsilon}} \sqrt{\frac{d+A \log N}{n \varepsilon}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \bigvee \sqrt{\frac{A \log N}{n}}\right]
\end{aligned}
$$

Using the inequality $a b \leq\left(a^{2}+b^{2}\right) / 2$ and the condition $\frac{1}{\varepsilon} \sqrt{\frac{A \log N}{n}} \leq 1$, we can simplify the resulting bound as follows

$$
\begin{equation*}
\Delta \leq C\left[\frac{d+A \log N}{n \varepsilon} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \bigvee \frac{U(L) \log N}{n \varepsilon} \bigvee \sqrt{\frac{A \log N}{n}}\right] \tag{8.37}
\end{equation*}
$$

with a proper change of $C$ that depends only on $\ell$. Finally, bounds (8.36) and (8.37) can be substituted in the expression for $\beta_{n}(\delta, \Delta)$. By a simple computation and in view of Lemma 8.3, we get the following bound on $\alpha_{n}(\delta, \Delta)$ that holds for $\delta, \Delta$ defined by (8.34) with probability at least $1-N^{-A}$ :

$$
\alpha_{n}(\delta, \Delta) \leq C\left[\frac{d+A \log N}{n}+\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}}+\frac{U(L) \log N}{n}\right]
$$

Combining this with (8.31) yields

$$
\begin{align*}
& c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\hat{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq \\
& C\left[\frac{d+A \log N}{n}+\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}}+\frac{U(L) \log N}{n}\right], \tag{8.38}
\end{align*}
$$

which holds under condition (8.30).
Together with bound (8.29), that is true under the alternative condition (8.26), this gives (8.17).

To prove bound (8.18), we again use (8.25), but this time we control the term

$$
\left\langle\nabla L_{\varepsilon}(\bar{\lambda}), \bar{\lambda}-\hat{\lambda}^{\varepsilon}\right\rangle
$$

somewhat differently. First note that

$$
\left\langle\nabla L_{\varepsilon}(\bar{\lambda}), \bar{\lambda}-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}}=\left\langle\ell^{\prime} \bullet f_{\bar{\lambda}}, f_{\bar{\lambda}}-f_{\hat{\lambda}^{\varepsilon}}\right\rangle_{L_{2}(P)}+\varepsilon\left\langle s(\bar{\lambda}), \bar{\lambda}-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}} .
$$

This implies that

$$
\begin{gathered}
\left\langle\nabla L_{\varepsilon}(\bar{\lambda}), \bar{\lambda}-\hat{\lambda}^{\varepsilon}\right\rangle_{\ell_{2}} \leq\left\|\ell^{\prime} \bullet f_{\bar{\lambda}}\right\|_{L_{2}(P)}\left\|f_{\bar{\lambda}}-f_{\hat{\lambda}^{\varepsilon}}\right\|_{L_{2}(\Pi)}+\varepsilon \sum_{j \in J} s_{j}\left(\bar{\lambda}_{j}-\hat{\lambda}_{j}^{\varepsilon}\right) \leq \\
\frac{1}{2 c}\left\|\ell^{\prime} \bullet f_{\bar{\lambda}}\right\|_{L_{2}(P)}^{2}+\frac{c}{2}\left\|f_{\bar{\lambda}}-f_{\hat{\lambda}^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \in J} s_{j}\left(\bar{\lambda}_{j}-\hat{\lambda}_{j}^{\varepsilon}\right) .
\end{gathered}
$$

Combining this with bound (8.25) yields the following inequality

$$
\begin{gathered}
\frac{c}{2}\left\|f_{\bar{\lambda}}-f_{\hat{\lambda}^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq \\
\varepsilon \sum_{j \in J} s_{j}\left(\bar{\lambda}_{j}-\hat{\lambda}_{j}^{\varepsilon}\right)+\frac{1}{2 c}\left\|\ell^{\prime} \bullet f_{\bar{\lambda}}\right\|_{L_{2}(P)}^{2}+\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right) .
\end{gathered}
$$

If

$$
\varepsilon \sum_{j \in J} s_{j}\left(\bar{\lambda}_{j}-\hat{\lambda}_{j}^{\varepsilon}\right) \geq \frac{1}{2 c}\left\|\ell^{\prime} \bullet f_{\bar{\lambda}}\right\|_{L_{2}(P)}^{2}+\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right),
$$

then

$$
\frac{c}{2}\left\|f_{\bar{\lambda}}-f_{\hat{\lambda}^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq 2 \varepsilon \sum_{j \in J} s_{j}\left(\bar{\lambda}_{j}-\hat{\lambda}_{j}^{\varepsilon}\right),
$$

which implies

$$
\sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq 2 \sum_{j \in J}\left|\bar{\lambda}_{j}-\hat{\lambda}_{j}^{\varepsilon}\right|,
$$

or $\hat{\lambda}^{\varepsilon}-\bar{\lambda} \in C_{2, \bar{\lambda}}$. The definition of $\alpha(\bar{\lambda})$ then implies the bound

$$
\frac{c}{2}\left\|f_{\bar{\lambda}}-f_{\hat{\lambda}^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq 2 \varepsilon \alpha(\bar{\lambda})\left\|f_{\bar{\lambda}}-f_{\hat{\lambda}^{\varepsilon}}\right\|_{L_{2}(\Pi)} .
$$

Solving this inequality with respect to $\left\|f_{\bar{\lambda}}-f_{\hat{\lambda}^{\varepsilon}}\right\|_{L_{2}(\Pi)}$ proves (8.18) in this case.
If

$$
\varepsilon \sum_{j \in J} s_{j}\left(\bar{\lambda}_{j}-\hat{\lambda}_{j}^{\varepsilon}\right) \leq \frac{1}{2 c}\left\|\ell^{\prime} \bullet f_{\bar{\lambda}}\right\|_{L_{2}(P)}^{2}+\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right)
$$

and

$$
\frac{1}{2 c}\left\|\ell^{\prime} \cdot f_{\bar{\lambda}}\right\|_{L_{2}(P)}^{2} \geq\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right)
$$

we get

$$
\frac{c}{2}\left\|f_{\bar{\lambda}}-f_{\hat{\lambda} \varepsilon}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq \frac{2}{c}\left\|\ell^{\prime} \bullet f_{\bar{\lambda}}\right\|_{L_{2}(P)}^{2},
$$

which also implies (8.18) with a proper choice of constant $C$ in the bound.
Thus, it remains to consider the case when

$$
\varepsilon \sum_{j \in J} s_{j}\left(\bar{\lambda}_{j}-\hat{\lambda}_{j}^{\varepsilon}\right) \leq \frac{1}{2 c}\left\|\ell^{\prime} \bullet f_{\bar{\lambda}}\right\|_{L_{2}(P)}^{2}+\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right)
$$

and

$$
\frac{1}{2 c}\left\|\ell^{\prime} \cdot f_{\bar{\lambda}}\right\|_{L_{2}(P)}^{2} \leq\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right),
$$

which implies

$$
\frac{c}{2}\left\|f_{\bar{\lambda}}-f_{\hat{\lambda}^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq 4\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right) .
$$

In this case, we repeat the argument based on Lemma 8.3 to show that with probability at least $1-N^{-A}$

$$
\begin{gathered}
\frac{c}{2}\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}^{-}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq \\
C\left[\frac{d+A \log N}{n}+\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}}+\frac{U(L) \log N}{n}\right],
\end{gathered}
$$

which again implies (8.18).
This completes the proof.

The proof of Theorem 8.4 is quite similar. The following lemma is used instead of Lemma 8.3.

Lemma 8.4 Under the assumptions of Theorem 8.4, there exists constant $C$ that depends only on $\ell$ such that with probability at least $1-N^{-A}$, for all

$$
n^{-1 / 2} \leq \delta \leq 1 \text { and } n^{-1 / 2} \leq \Delta \leq 1
$$

the following bounds hold:

$$
\begin{align*}
& \alpha_{n}(\delta ; \Delta) \leq \beta_{n}(\delta ; \Delta):= \\
& C\left[\delta \sqrt{\frac{d+A \log N}{n}} \bigvee \Delta \sqrt{\frac{d+A \log N}{n}} \bigvee \frac{A \log N}{n}\right] \tag{8.39}
\end{align*}
$$

Proof of Lemma 8.3. First we use Talagrand's concentration inequality to get with probability at least $1-e^{-t}$

$$
\begin{equation*}
\alpha_{n}(\delta ; \Delta) \leq 2\left[\mathbb{E} \alpha_{n}(\delta ; \Delta)+C \delta \sqrt{\frac{t}{n}}+\frac{C t}{n}\right] \tag{8.40}
\end{equation*}
$$

Next, symmetrization inequality followed by contraction inequality for Rademacher sums yield:

$$
\begin{align*}
& \mathbb{E} \alpha_{n}(\delta ; \Delta) \leq 2 \mathbb{E} \sup \left\{\left|R_{n}\left(\left(\ell^{\prime} \bullet f_{\lambda}\right)\left(f_{\lambda}-f_{\bar{\lambda}}\right)\right)\right|: \lambda \in \Lambda(\delta ; \Delta)\right\} \leq \\
& C \mathbb{E} \sup \left\{\left|R_{n}\left(f_{\lambda}-f_{\bar{\lambda}}\right)\right|: \lambda \in \Lambda(\delta ; \Delta)\right\} \tag{8.41}
\end{align*}
$$

with a constant $C$ depending only on $\ell$. In contraction inequality part, we write

$$
\ell^{\prime}\left(f_{\lambda}(\cdot)\right)\left(f_{\lambda}(\cdot)-f_{\bar{\lambda}}(\cdot)\right)=\left.\ell^{\prime}\left(f_{\bar{\lambda}}(\cdot)+u\right) u\right|_{u=f_{\lambda}(\cdot)-f_{\bar{\lambda}}(\cdot)}
$$

and use the fact that the function

$$
[-1,1] \ni u \mapsto \ell^{\prime}\left(f_{\bar{\lambda}}(\cdot)+u\right) u
$$

satisfies the Lipschitz condition with a constant depending only on $\ell$.
The following representation is straightforward:

$$
\begin{equation*}
f_{\lambda}-f_{\bar{\lambda}}=P_{L}\left(f_{\lambda}-f_{\bar{\lambda}}\right)+\sum_{j \in J}\left(\lambda_{j}-\bar{\lambda}_{j}\right) P_{L^{\perp}} h_{j}+\sum_{j \notin J} \lambda_{j} P_{L^{\perp}} h_{j} . \tag{8.42}
\end{equation*}
$$

For all $\lambda \in \Lambda(\delta, \Delta)$,

$$
\left\|P_{L}\left(f_{\lambda}-f_{\bar{\lambda}}\right)\right\|_{L_{2}(\Pi)} \leq\left\|f_{\lambda}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)} \leq \delta
$$

and $P_{L}\left(f_{\lambda}-f_{\bar{\lambda}}\right) \in L$. Since $L$ is a $d$-dimensional subspace,

$$
\mathbb{E} \sup \left\{\left|R_{n}\left(P_{L}\left(f_{\lambda}-f_{\bar{\lambda}}\right)\right)\right|: \lambda \in \Lambda(\delta ; \Delta)\right\} \leq C \delta \sqrt{\frac{d}{n}}
$$

(see Proposition 3.2). On the other hand, $\lambda, \bar{\lambda} \in U_{\ell_{1}}$, so, we have $\sum_{j \in J}\left|\lambda_{j}-\bar{\lambda}_{j}\right| \leq 2$. Hence,

$$
\mathbb{E} \sup \left\{\left|R_{n}\left(\sum_{j \in J}\left(\lambda_{j}-\bar{\lambda}_{j}\right) P_{L^{\perp}} h_{j}\right)\right|: \lambda \in \Lambda(\delta ; \Delta)\right\} \leq 2 \mathbb{E} \max _{j \in J}\left|R_{n}\left(P_{L^{\perp}} h_{j}\right)\right|
$$

Note also that

$$
\begin{gathered}
\left\|P_{L^{\perp}} h_{j}\right\|_{\infty} \leq\left\|P_{L} h_{j}\right\|_{\infty}+\left\|h_{j}\right\|_{\infty} \leq(U(L)-1)\left\|P_{L} h_{j}\right\|_{L_{2}(\Pi)}+1 \\
\leq(U(L)-1)\left\|h_{j}\right\|_{L_{2}(\Pi)}+1 \leq U(L),
\end{gathered}
$$

and Theorem 3.4 yields

$$
\mathbb{E} \max _{j \in J}\left|R_{n}\left(P_{L^{\perp}} h_{j}\right)\right| \leq C\left[\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{\log N}{n}}+U(L) \frac{\log N}{n}\right] .
$$

Similarly, for all $\lambda \in \Lambda(\delta, \Delta)$,

$$
\sum_{j \notin J}\left|\lambda_{j}\right| \leq \Delta
$$

and

$$
\mathbb{E} \sup \left\{\left|R_{n}\left(\sum_{j \notin J} \lambda_{j} P_{L^{\perp}} h_{j}\right)\right|: \lambda \in \Lambda(\delta ; \Delta)\right\} \leq \Delta \mathbb{E} \max _{j \notin J}\left|R_{n}\left(P_{L^{\perp}} h_{j}\right)\right| .
$$

Another application of Theorem 3.4, together with the fact that

$$
\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \leq\left\|h_{j}\right\|_{L_{2}(\Pi)} \leq 1,
$$

results in the bound

$$
\mathbb{E} \max _{j \notin J}\left|R_{n}\left(P_{L^{\perp}} h_{j}\right)\right| \leq C\left[\sqrt{\frac{\log N}{n}}+U(L) \frac{\log N}{n}\right],
$$

Now we use representation (8.42) and bound (8.41). It follows that

$$
\begin{align*}
& \mathbb{E} \alpha_{n}(\delta, \Delta) \leq C\left[\delta \sqrt{\frac{d}{n}} \bigvee \Delta \sqrt{\frac{\log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{\log N}{n}} \bigvee\right. \\
& \left.\Delta U(L) \frac{\log N}{n} \bigvee U(L) \frac{\log N}{n}\right] \tag{8.43}
\end{align*}
$$

The right hand side can be bounded further as follows

$$
\begin{equation*}
\mathbb{E} \alpha_{n}(\delta, \Delta) \leq C\left[\delta \sqrt{\frac{d}{n}} \bigvee \Delta \sqrt{\frac{\log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{\log N}{n}} \bigvee \frac{U(L) \log N}{n}\right] \tag{8.44}
\end{equation*}
$$

Substituting this bound into (8.40) shows with probability $1-e^{-t}$

$$
\begin{align*}
& \alpha_{n}(\delta, \Delta) \leq \tilde{\beta}_{n}(\delta, \Delta, t):=C\left[\delta \sqrt{\frac{d}{n}} \bigvee \Delta \sqrt{\frac{\log N}{n}} \bigvee\right. \\
& \left.\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{\log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee \delta \sqrt{\frac{t}{n}} \bigvee \frac{t}{n}\right] \tag{8.45}
\end{align*}
$$

with a constant $C>0$ depending only on $\ell$.
It remains to prove that the above bound holds uniformly in $\delta, \Delta$ satisfying (8.32) with a high probability. Let

$$
\delta_{j}:=2^{-j} \text { and } \Delta_{j}:=2^{-j}
$$

We will replace $t$ by $t+2 \log (j+1)+2 \log (k+1)$. By the union bound, with probability at least
$1-\sum_{j, k \geq 0} \exp \{-t-2 \log (j+1)-2 \log (k+1)\}=1-\left(\sum_{j \geq 0}(j+1)^{-2}\right)^{2} \exp \{-t\} \geq 1-4 e^{-t}$,
for all $\delta$ and $\Delta$ satisfying (8.32), and for $j, k$ such that

$$
\delta \in\left(\delta_{j+1}, \delta_{j}\right] \text { and } \Delta \in\left(\Delta_{k+1}, \Delta_{k}\right]
$$

the following bound holds:

$$
\alpha_{n}(\delta ; \Delta) \leq \tilde{\beta}_{n}\left(\delta_{j}, \Delta_{k}, t+2 \log j+2 \log k\right)
$$

Using the fact that

$$
2 \log j \leq 2 \log \log _{2}\left(\frac{1}{\delta_{j}}\right) \leq 2 \log \log _{2}\left(\frac{2}{\delta}\right)
$$

and

$$
2 \log k \leq 2 \log \log _{2}\left(\frac{2}{\Delta}\right)
$$

we get

$$
\begin{gathered}
\tilde{\beta}_{n}\left(\delta_{j}, \Delta_{k}, t+2 \log j+2 \log k\right) \leq \\
\tilde{\beta}_{n}\left(2 \delta, 2 \Delta, t+2 \log \log _{2}\left(\frac{2}{\delta}\right)+2 \log \log _{2}\left(\frac{2}{\Delta}\right)\right)=: \bar{\beta}_{n}(\delta ; \Delta ; t) .
\end{gathered}
$$

As a result, with probability at least $1-4 e^{-t}$, for all $\delta$ and $\Delta$ satisfying (8.32),

$$
\alpha_{n}(\delta ; \Delta) \leq \bar{\beta}_{n}(\delta ; \Delta ; t) .
$$

Take now $t=A \log N+\log 4$ so that $4 e^{-t}=N^{-A}$. With some constant $C$ that depends only on $\ell$,

$$
\begin{gathered}
\bar{\beta}_{n}(\delta ; \Delta ; t) \leq C\left[\delta \sqrt{\frac{d}{n}} \bigvee \delta \sqrt{\frac{A \log N}{n}} \bigvee \delta \sqrt{\frac{2 \log \log _{2}\left(\frac{2}{\delta}\right)}{n}} \bigvee \delta \sqrt{\frac{2 \log \log _{2}\left(\frac{2}{\Delta}\right)}{n}} \bigvee\right. \\
\Delta \sqrt{\frac{\log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{\log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee \\
\\
\left.\frac{2 \log \log _{2}\left(\frac{2}{\delta}\right)}{n} \bigvee \frac{2 \log \log _{2}\left(\frac{2}{\Delta}\right)}{n} \bigvee \frac{A \log N}{n}\right]
\end{gathered}
$$

For all $\delta$ and $\Delta$ satisfying (8.32),

$$
\frac{2 \log \log _{2}\left(\frac{2}{\delta}\right)}{n} \leq C \frac{\log \log n}{n}
$$

and

$$
\frac{2 \log \log _{2}\left(\frac{2}{\Delta}\right)}{n} \leq C \frac{\log \log n}{n}
$$

Assumptions on $N, n$, imply that $A \log N \geq \gamma \log \log n$. Thus, for $\delta$ and $\Delta$ satisfying (8.32),

$$
\begin{align*}
& \alpha_{n}(\delta, \Delta) \leq \bar{\beta}_{n}(\delta ; \Delta ; t) \leq C\left[\delta \sqrt{\frac{d}{n}} \bigvee \delta \sqrt{\frac{A \log N}{n}} \bigvee \Delta \sqrt{\frac{\log N}{n}} \bigvee\right. \\
& \left.\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{\log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee \frac{A \log N}{n}\right] . \tag{8.46}
\end{align*}
$$

The last bound holds with probability at least $1-N^{-A}$ proving the lemma.

In theorems 8.4 and 8.5 , we used a special version of subgradient $\nabla L_{\varepsilon}(\bar{\lambda})$. More generally, one can consider an arbitrary couple $\left(\bar{\lambda}, \nabla L_{\varepsilon}(\bar{\lambda})\right)$ where $\bar{\lambda} \in U_{\ell_{1}}$ and $\nabla L_{\varepsilon}(\bar{\lambda}) \in$ $\partial L_{\varepsilon}(\bar{\lambda})$. This couple can be viewed as "an oracle" in our problem. As before,

$$
\nabla L_{\varepsilon}(\bar{\lambda})=\left(\left(P\left(\ell^{\prime} \bullet f_{\bar{\lambda}}\right)\right) h_{j}+\varepsilon s_{j}\right)_{j=1, \ldots, N},
$$

but now $s_{j}=s_{j}(\bar{\lambda})$ are arbitrary numbers from $[-1,1]$ satisfying the condition

$$
s_{j}=\operatorname{sign}\left(\bar{\lambda}_{j}\right), \quad \bar{\lambda}_{j} \neq 0
$$

Denote

$$
\alpha^{(b)}(\lambda):=a_{H}^{(b)}\left(U_{\ell_{1}}, \lambda, s(\lambda)\right) \vee 0
$$

with some $b>0$.

Theorem 8.6 There exist constants $D>0$ and $C>0$ depending only on $\ell$ with the following property. Let $\bar{\lambda} \in U_{\ell_{1}}$ and

$$
\nabla L_{\varepsilon}(\bar{\lambda})=\left(\left(P\left(\ell^{\prime} \bullet f_{\bar{\lambda}}\right)\right) h_{j}+\varepsilon s_{j}\right)_{j=1, \ldots, N} \in \partial L_{\varepsilon}(\bar{\lambda})
$$

Let $J \subset\{1, \ldots, N\}$ with $d:=d(J)=\operatorname{card}(J)$. Suppose that, for some $\gamma \in(0,1)$,

$$
\left|s_{j}\right| \leq 1-\gamma, j \notin J .
$$

Then, for all $A \geq 1$ and for all

$$
\begin{equation*}
\varepsilon \geq D \sqrt{\frac{d+A \log N}{n}} \tag{8.47}
\end{equation*}
$$

the following bound holds with probability at least $1-N^{-A}$ :

$$
\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \gamma \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq C\left[\frac{d+A \log N}{n} \bigvee \alpha_{+}^{2}(\varepsilon, \bar{\lambda})\right]
$$

Moreover, with the same probability,

$$
\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \gamma \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq C\left[\frac{d+A \log N}{n} \bigvee\left\|\ell^{\prime} \bullet f_{\bar{\lambda}}\right\|_{L_{2}(P)}^{2} \bigvee\left(\alpha^{(2 / \gamma)}(\bar{\lambda})\right)^{2} \varepsilon^{2}\right] .
$$

Theorem 8.7 Suppose that

$$
\begin{equation*}
\varepsilon \geq D \sqrt{\frac{A \log N}{n}} \tag{8.48}
\end{equation*}
$$

with a large enough constant $D>0$ depending only on $\ell$. Let $\bar{\lambda} \in U_{\ell_{1}}$ and

$$
\nabla L_{\varepsilon}(\bar{\lambda})=\left(\left(P\left(\ell^{\prime} \bullet f_{\bar{\lambda}}\right)\right) h_{j}+\varepsilon s_{j}\right)_{j=1, \ldots, N} \in \partial L_{\varepsilon}(\bar{\lambda})
$$

Let $J \subset\{1, \ldots, N\}$. Suppose that, for some $\gamma \in(0,1)$,

$$
\left|s_{j}\right| \leq 1-\gamma, j \notin J
$$

Then, for all subspaces $L$ of $L_{2}(\Pi)$ with $d:=\operatorname{dim}(L)$ and for all $A \geq 1$, the following bound holds with probability at least $1-N^{-A}$ and with a constant $C>0$ depending only on $\ell$ :

$$
\begin{align*}
& \left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \gamma \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq  \tag{8.49}\\
& C\left[\frac{d+A \log N}{n} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee \alpha_{+}^{2}(\varepsilon ; \bar{\lambda})\right]
\end{align*}
$$

Moreover, with the same probability

$$
\begin{align*}
& \left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\bar{\lambda}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \gamma \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq  \tag{8.50}\\
& C\left[\frac{d+A \log N}{n} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n}\right. \\
& \left.\bigvee\left\|\ell^{\prime} \bullet f_{\bar{\lambda}}\right\|_{L_{2}(P)}^{2} \bigvee\left(\alpha^{(2 / \gamma)}(\bar{\lambda})\right)^{2} \varepsilon^{2}\right] .
\end{align*}
$$

For some choices of vector $\bar{\lambda}$ and of subgradient $\nabla L_{\varepsilon}(\bar{\lambda})$, the alignment coefficient might be smaller than for the choice we used in theorems 8.4 and 8.5 resulting in tighter bounds. An appealing choice would be $\bar{\lambda}=\lambda^{\varepsilon}$,

$$
\lambda^{\varepsilon}=\operatorname{argmin}_{\lambda \in U_{\ell_{1}}}\left[P\left(\ell \bullet f_{\lambda}\right)+\varepsilon\|\lambda\|_{\ell_{1}}\right],
$$

since in this case it is possible to take $\nabla L_{\varepsilon}\left(\lambda^{\varepsilon}\right) \in \partial L_{\varepsilon}\left(\lambda^{\varepsilon}\right)$ such that

$$
a_{H}^{(b)}\left(U_{\ell_{1}}, \lambda^{\varepsilon}, \nabla L_{\varepsilon}\left(\lambda^{\varepsilon}\right)\right) \leq 0
$$

(this follows from the necessary conditions of extremum). Therefore, with this choice, $\alpha_{+}\left(\varepsilon, \lambda^{\varepsilon}\right)=0$, implying the following corollaries.

Corollary 8.3 There exist constants $D>0$ and $C>0$ depending only on $\ell$ with the following property. Let

$$
\nabla L_{\varepsilon}\left(\lambda^{\varepsilon}\right)=\left(\left(P\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}\right)\right) h_{j}+\varepsilon s_{j}\right)_{j=1, \ldots, N} \in \partial L_{\varepsilon}\left(\lambda^{\varepsilon}\right)
$$

be such that, for all $u \in T_{U_{\ell_{1}}}\left(\lambda^{\varepsilon}\right)$,

$$
\left\langle\nabla L_{\varepsilon}\left(\lambda^{\varepsilon}\right), u\right\rangle_{\ell_{2}} \geq 0
$$

Let $J \subset\{1, \ldots, N\}$ with $d:=d(J)=\operatorname{card}(J)$. Suppose that, for some $\gamma \in(0,1)$,

$$
\left|s_{j}\right| \leq 1-\gamma, j \notin J .
$$

Then, for all $A \geq 1$ and for all

$$
\begin{equation*}
\varepsilon \geq D \sqrt{\frac{d+A \log N}{n}} \tag{8.51}
\end{equation*}
$$

the following bound holds with probability at least $1-N^{-A}$ :

$$
\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \gamma \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq C \frac{d+A \log N}{n} .
$$

Corollary 8.4 Suppose that

$$
\begin{equation*}
\varepsilon \geq D \sqrt{\frac{A \log N}{n}} \tag{8.52}
\end{equation*}
$$

with a large enough constant $D>0$ depending only on $\ell$. Let

$$
\nabla L_{\varepsilon}\left(\lambda^{\varepsilon}\right)=\left(\left(P\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}\right)\right) h_{j}+\varepsilon s_{j}\right)_{j=1, \ldots, N} \in \partial L_{\varepsilon}\left(\lambda^{\varepsilon}\right)
$$

be such that, for all $u \in T_{U_{\ell_{1}}}\left(\lambda^{\varepsilon}\right)$,

$$
\left\langle\nabla L_{\varepsilon}\left(\lambda^{\varepsilon}\right), u\right\rangle_{\ell_{2}} \geq 0 .
$$

Let $J \subset\{1, \ldots, N\}$. Suppose that, for some $\gamma \in(0,1)$,

$$
\left|s_{j}\right| \leq 1-\gamma, j \notin J .
$$

Then, for all subspaces $L$ of $L_{2}(\Pi)$ with $d:=\operatorname{dim}(L)$ and for all $A \geq 1$, the following bound holds with probability at least $1-N^{-A}$ and with a constant $C>0$ depending only on $\ell$ :

$$
\begin{align*}
& \left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon \gamma \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right| \leq  \tag{8.53}\\
& C\left[\frac{d+A \log N}{n} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n}\right] .
\end{align*}
$$

## 9 Strictly Convex Penalization in Sparse Recovery

In this section, we study two examples of problem (8.1) with strictly convex and smooth penalty function $\psi$. The first example (that will be discussed in more detail) deals with sparse recovery in convex hulls with negative entropy penalization, i.e., $\psi(u)=u \log u$. In the second example, we consider sparse recovery in the $\ell_{p}$-ball for $p>1$, the penalty being the $p$-th power of the $\ell_{p}$-norm, i.e., $\psi(u)=u^{p}$. More details on these problems are given in $[65,67]$. It happens that strict convexity and smoothness of the penalty give some advantages in the analysis of the problem. In particular, it is possible in such cases to study the random error $\left|\mathcal{E}\left(f_{\hat{\lambda}^{\varepsilon}}\right)-\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)\right|$ completely separately from the approximation error $\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)$. If the solution $\lambda^{\varepsilon}$ of the true penalized problem (8.6) is approximately sparse, there is a way to control the size of the random error in terms of its sparsity without any restrictive assumptions on the dictionary. However, the control of approximation error still requires some assumption on the Gram matrix of the dictionary that can be expressed, for instance, in terms of alignment coefficients introduced and used in the previous sections.

### 9.1 Entropy Penalization and Sparse Recovery in Convex Hulls: Random Error Bounds

As before, it will be assumed that $\ell$ is a loss function of quadratic type (see Definition 8.1).

Denote

$$
\Lambda:=\left\{\left(\lambda_{1}, \ldots, \lambda_{N}\right): \lambda_{j} \geq 0, j=1, \ldots, N, \sum_{j=1}^{N} \lambda_{j}=1\right\}
$$

The following penalized empirical risk minimization problem will be studied:

$$
\begin{equation*}
\hat{\lambda}^{\varepsilon}:=\operatorname{argmin}_{\lambda \in \Lambda}\left[P_{n}\left(\ell \bullet f_{\lambda}\right)-\varepsilon H(\lambda)\right]=\operatorname{argmin}_{\lambda \in \Lambda}\left[P_{n}\left(\ell \bullet f_{\lambda}\right)+\varepsilon \sum_{j=1}^{N} \lambda_{j} \log \lambda_{j}\right] \tag{9.1}
\end{equation*}
$$

where $\varepsilon \geq 0$ is a regularization parameter and

$$
H(\lambda)=-\sum_{j=1}^{N} \lambda_{j} \log \lambda_{j}
$$

is the entropy of $\lambda$. Since, for all $y, \ell(y, \cdot)$ is convex, the empirical risk $P_{n}\left(\ell \bullet f_{\lambda}\right)$ is a convex function of $\lambda$. Since also the set $\Lambda$ is convex and so is the function $\lambda \mapsto-H(\lambda)$, the problem (9.1) a convex optimization problem.

It is natural to compare this problem with its distribution dependent version

$$
\begin{equation*}
\lambda^{\varepsilon}:=\operatorname{argmin}_{\lambda \in \Lambda}\left[P\left(\ell \bullet f_{\lambda}\right)-\varepsilon H(\lambda)\right]=\operatorname{argmin}_{\lambda \in \Lambda}\left[P\left(\ell \bullet f_{\lambda}\right)+\varepsilon \sum_{j=1}^{N} \lambda_{j} \log \lambda_{j}\right] . \tag{9.2}
\end{equation*}
$$

There has been a considerable amount of work on entropy penalization in information theory and statistics, for instance, in problems of aggregation of statistical estimators using exponential weighting and in PAC-Bayesian methods of learning theory (see, e.g., McAllester [75], Catoni [31], Audibert [4], Zhang [99, 100, 101] and references therein). Dalalyan and Tsybakov [34] studied PAC-Bayesian method with special priors in sparse recovery problems. However, the minimum of the penalty $-H(\lambda)$ is attained at the uniform distribution $\lambda_{j}=N^{-1}, j=1, \ldots, N$. Because of this, at the first glance, $-H(\lambda)$ penalizes for "sparsity" rather than for "non-sparsity".

We will show that if $\lambda^{\varepsilon}$ is "approximately sparse", then $\hat{\lambda}^{\varepsilon}$ has a similar property with a high probability. Moreover, the approximate sparsity of $\lambda^{\varepsilon}$ will allow us to control $\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}$ and $K\left(\hat{\lambda}^{\varepsilon}, \lambda^{\varepsilon}\right)$, where

$$
K(\lambda, \nu):=K(\lambda \mid \nu)+K(\nu \mid \lambda)
$$

is the symmetrized Kullback-Leibler distance between $\lambda$ and $\nu$,

$$
K(\lambda \mid \nu):=\sum_{j=1}^{N} \lambda_{j} \log \left(\frac{\lambda_{j}}{\nu_{j}}\right)
$$

being the Kullback-Leibler divergence between $\lambda, \nu$.
In particular, it will follow from our results that for any set $J \subset\{1, \ldots, N\}$ with $\operatorname{card}(J)=d$ and such that

$$
\sum_{j \notin J} \lambda_{j}^{\varepsilon} \leq \sqrt{\frac{\log N}{n}}
$$

with a high probability,

$$
\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon K\left(\hat{\lambda}^{\varepsilon} ; \lambda^{\varepsilon}\right) \leq C \frac{d+\log N}{n} .
$$

This easily implies upper bounds on "the random error" $\left|\mathcal{E}\left(f_{\hat{\lambda}^{\varepsilon}}\right)-\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)\right|$ in terms of "approximate sparsity" of $\lambda^{\varepsilon}$.

Some further geometric parameters (such as "the alignment coefficient" introduced in Section 7.2) provide a way to control "the approximation error" $\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)$. As a result, if there exists a "sparse" vector $\lambda \in \Lambda$ for which the excess risk $\mathcal{E}\left(f_{\lambda}\right)$ is small and $\lambda$ is
properly "aligned" with the dictionary, then $\lambda^{\varepsilon}$ is approximately sparse and its excess risk $\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)$ is controlled by sparsity of $\lambda$ and its "alignment" with the dictionary. Together with sparsity bounds on the random error this yields oracle inequalities on the excess risk $\mathcal{E}\left(f_{\hat{\lambda}_{\varepsilon}}\right)$ showing that this estimation method provides certain degree of adaptation to the unknown "sparsity" of the problem.

The first result in this direction is the following theorem that provides the bounds on approximate sparsity of $\hat{\lambda}^{\varepsilon}$ in terms of approximate sparsity of $\lambda^{\varepsilon}$ as well as the bounds on the $L_{2^{2}}$-error of approximation of $f_{\lambda^{\varepsilon}}$ by $f_{\hat{\lambda}^{\varepsilon}}$ and the Kullback-Leibler error of approximation of $\lambda^{\varepsilon}$ by $\hat{\lambda}^{\varepsilon}$.

Theorem 9.1 There exist constants $D>0$ and $C>0$ depending only on $\ell$ such that, for all $J \subset\{1, \ldots, N\}$ with $d:=d(J)=\operatorname{card}(J)$, for all $A \geq 1$ and for all

$$
\begin{equation*}
\varepsilon \geq D \sqrt{\frac{d+A \log N}{n}} \tag{9.3}
\end{equation*}
$$

the following bounds hold with probability at least $1-N^{-A}$ :

$$
\begin{aligned}
& \sum_{j \notin J} \hat{\lambda}_{j}^{\varepsilon} \leq C\left[\sum_{j \notin J} \lambda_{j}^{\varepsilon}+\sqrt{\frac{d+A \log N}{n}}\right], \\
& \sum_{j \notin J} \lambda_{j}^{\varepsilon} \leq C\left[\sum_{j \notin J} \hat{\lambda}_{j}^{\varepsilon}+\sqrt{\frac{d+A \log N}{n}}\right]
\end{aligned}
$$

and

$$
\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon K\left(\hat{\lambda}^{\varepsilon}, \lambda^{\varepsilon}\right) \leq C\left[\frac{d+A \log N}{n} \bigvee \sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{d+A \log N}{n}}\right]
$$

Similarly to what was done in Section 8.2, we will also establish another version of these bounds that hold for smaller values of $\varepsilon$ (the quantity $U(L)$ introduced in Section 8.2 will be involved in these bounds).

Theorem 9.2 Suppose that

$$
\begin{equation*}
\varepsilon \geq D \sqrt{\frac{A \log N}{n}} \tag{9.4}
\end{equation*}
$$

with a large enough constant $D>0$ depending only on $\ell$. For all $J \subset\{1, \ldots, N\}$, for all subspaces $L$ of $L_{2}(\Pi)$ with $d:=\operatorname{dim}(L)$ and for all $A \geq 1$, the following bounds hold with probability at least $1-N^{-A}$ and with a constant $C>0$ depending only on $\ell$ :

$$
\begin{equation*}
\sum_{j \notin J} \hat{\lambda}_{j}^{\varepsilon} \leq C\left[\sum_{j \notin J} \lambda_{j}^{\varepsilon}+\frac{d+A \log N}{n \varepsilon}+\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)}+\frac{U(L) \log N}{n \varepsilon}\right] \tag{9.5}
\end{equation*}
$$

$$
\sum_{j \notin J} \lambda_{j}^{\varepsilon} \leq C\left[\sum_{j \notin J} \hat{\lambda}_{j}^{\varepsilon}+\frac{d+A \log N}{n \varepsilon}+\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\mathrm{II})}+\frac{U(L) \log N}{n \varepsilon}\right]
$$

and

$$
\begin{align*}
& \left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon K\left(\hat{\lambda}^{\varepsilon}, \lambda^{\varepsilon}\right) \leq C\left[\frac{d+A \log N}{n} \bigvee \sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{A \log N}{n}} \bigvee\right. \\
& \left.\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n}\right] \tag{9.7}
\end{align*}
$$

If, for some $J$,

$$
\sum_{j \notin J} \lambda_{j}^{\varepsilon} \leq \sqrt{\frac{A \log N}{n}}
$$

and, for some $L$ with $U(L) \leq d, h_{j} \in L, j \in J$, then the bound (9.7) simplifies and becomes

$$
\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon K\left(\hat{\lambda}^{\varepsilon}, \lambda^{\varepsilon}\right) \leq C \frac{A d \log N}{n} .
$$

In particular, it means that the size of the random errors $\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}$ and $K\left(\hat{\lambda}^{\varepsilon}, \lambda^{\varepsilon}\right)$ is controlled by the dimension $d$ of the linear span $L$ of the "relevant part" of the dictionary $\left\{h_{j}: j \in J\right\}$. Note that $d$ can be much smaller than $\operatorname{card}(J)$ in the case when the functions in the dictionary are not linearly independent (so, the lack of "orthogonality" of the dictionary might help to reduce the random error).

The proofs of theorems 9.1 and 9.2 are quite similar. We give only the proof of Theorem 9.2.

Proof of Theorem 9.2. We use the method described in Section 8.1. In the current case, necessary conditions of minima in minimization problems defining $\lambda^{\varepsilon}$ and $\hat{\lambda}^{\varepsilon}$ can be written as follows:

$$
\begin{equation*}
P\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right)+\varepsilon \sum_{j=1}^{N}\left(\log \lambda_{j}^{\varepsilon}+1\right)\left(\hat{\lambda}_{j}^{\varepsilon}-\lambda_{j}^{\varepsilon}\right) \geq 0 \tag{9.8}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{n}\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right)+\varepsilon \sum_{j=1}^{N}\left(\log \hat{\lambda}_{j}^{\varepsilon}+1\right)\left(\hat{\lambda}_{j}^{\varepsilon}-\lambda_{j}^{\varepsilon}\right) \leq 0 . \tag{9.9}
\end{equation*}
$$

The inequality (9.8) follows from the fact that the directional derivative of the penalized risk function (note that it is smooth and convex)

$$
\Lambda \ni \lambda \mapsto P\left(\ell \bullet f_{\lambda}\right)+\varepsilon \sum_{j=1}^{N} \lambda_{j} \log \lambda_{j}
$$

at the point of its minimum $\lambda^{\varepsilon}$ is nonnegative in the direction of any point of the convex set $\Lambda$, in particular, in the direction of $\hat{\lambda}^{\varepsilon}$. The same observation in the case of penalized empirical risk lead to inequality (9.9). Subtract (9.8) from (9.9) and replace $P$ by $P_{n}$ in (9.9) to get

$$
\begin{align*}
& P\left(\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)-\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}\right)\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right)+\varepsilon \sum_{j=1}^{N}\left(\log \hat{\lambda}_{j}^{\varepsilon}-\log \lambda_{j}^{\varepsilon}\right)\left(\hat{\lambda}_{j}^{\varepsilon}-\lambda_{j}^{\varepsilon}\right) \\
& \leq\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right) . \tag{9.10}
\end{align*}
$$

It is easy to see that

$$
\sum_{j=1}^{N}\left(\log \hat{\lambda}_{j}^{\varepsilon}-\log \lambda_{j}^{\varepsilon}\right)\left(\hat{\lambda}_{j}^{\varepsilon}-\lambda_{j}^{\varepsilon}\right)=\sum_{j=1}^{N}\left(\log \frac{\hat{\lambda}_{j}^{\varepsilon}}{\lambda_{j}^{\varepsilon}}\right)\left(\hat{\lambda}_{j}^{\varepsilon}-\lambda_{j}^{\varepsilon}\right)=K\left(\hat{\lambda}^{\varepsilon}, \lambda^{\varepsilon}\right)
$$

and rewrite bound (9.10) as

$$
\begin{align*}
& P\left(\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)-\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}\right)\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right)+\varepsilon K\left(\hat{\lambda}^{\varepsilon} ; \lambda^{\varepsilon}\right) \\
& \leq\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right) . \tag{9.11}
\end{align*}
$$

We use the following simple inequality

$$
\begin{align*}
& K\left(\hat{\lambda}^{\varepsilon}, \lambda^{\varepsilon}\right)=\sum_{j=1}^{N}\left(\log \frac{\hat{\lambda}_{j}^{\varepsilon}}{\lambda_{j}^{\varepsilon}}\right)\left(\hat{\lambda}_{j}^{\varepsilon}-\lambda_{j}^{\varepsilon}\right) \geq \\
& \frac{\log 2}{2} \sum_{j: \hat{\lambda}_{j}^{\varepsilon} \geq 2 \lambda_{j}^{\varepsilon}} \hat{\lambda}_{j}^{\varepsilon}+\frac{\log 2}{2} \sum_{j: \lambda_{j}^{\varepsilon} \geq 2 \hat{\lambda}_{j}^{\varepsilon}} \lambda_{j}^{\varepsilon}, \tag{9.12}
\end{align*}
$$

which implies that for all $J \subset\{1, \ldots, N\}$

$$
\begin{equation*}
\sum_{j \notin J} \hat{\lambda}_{j}^{\varepsilon} \leq 2 \sum_{j \notin J} \lambda_{j}^{\varepsilon}+\frac{2}{\log 2} K\left(\hat{\lambda}^{\varepsilon}, \lambda^{\varepsilon}\right) \tag{9.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j \notin J} \lambda_{j}^{\varepsilon} \leq 2 \sum_{j \notin J} \hat{\lambda}_{j}^{\varepsilon}+\frac{2}{\log 2} K\left(\hat{\lambda}^{\varepsilon}, \lambda^{\varepsilon}\right) . \tag{9.14}
\end{equation*}
$$

If $K\left(\hat{\lambda}^{\varepsilon}, \lambda^{\varepsilon}\right)$ is small, the last bounds show that "sparsity patterns" of vectors $\hat{\lambda}^{\varepsilon}$ and $\lambda^{\varepsilon}$ are closely related. Then, it follows from (9.11) that

$$
\begin{equation*}
\varepsilon \sum_{j \notin J} \hat{\lambda}_{j}^{\varepsilon} \leq 2 \varepsilon \sum_{j \notin J} \lambda_{j}^{\varepsilon}+\frac{2}{\log 2}\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right) . \tag{9.15}
\end{equation*}
$$

As in the previous section, for the loss functions of quadratic type,

$$
P\left(\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)-\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}\right)\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right) \geq c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|^{2}
$$

where $c=\tau(1)$. Note that $\left\|f_{\lambda^{\varepsilon}}\right\|_{\infty} \leq 1$ and $\left\|f_{\hat{\lambda}_{\hat{\varepsilon}}}\right\|_{\infty} \leq 1$. Bound (9.11) then yields

$$
\begin{equation*}
c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|^{2}+\varepsilon K\left(\hat{\lambda}^{\varepsilon}, \lambda^{\varepsilon}\right) \leq\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right) . \tag{9.16}
\end{equation*}
$$

Following the methodology of Section 8.1, we have now to control the empirical process $\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right)$. To this end, let

$$
\Lambda(\delta ; \Delta):=\left\{\lambda \in \Lambda:\left\|f_{\lambda}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)} \leq \delta, \sum_{j \notin J} \lambda_{j} \leq \Delta\right\}
$$

and

$$
\alpha_{n}(\delta ; \Delta):=\sup \left\{\left|\left(P_{n}-P\right)\left(\left(\ell^{\prime} \bullet f_{\lambda}\right)\left(f_{\lambda}-f_{\lambda^{\varepsilon}}\right)\right)\right|: \lambda \in \Lambda(\delta ; \Delta)\right\} .
$$

The following two lemmas are similar to lemmas 8.4 and 8.3 of the previous section. Their proof is also similar and we skip it.

Lemma 9.1 Under the assumptions of Theorem 9.1, there exists constant $C$ that depends only on $\ell$ such that with probability at least $1-N^{-A}$, for all

$$
n^{-1 / 2} \leq \delta \leq 1 \text { and } n^{-1 / 2} \leq \Delta \leq 1
$$

the following bounds hold:

$$
\begin{align*}
& \alpha_{n}(\delta ; \Delta) \leq \beta_{n}(\delta ; \Delta):=C\left[\delta \sqrt{\frac{d+A \log N}{n}} \bigvee \Delta \sqrt{\frac{d+A \log N}{n}}\right. \\
& \left.\bigvee \sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{d+A \log N}{n}} \bigvee \frac{A \log N}{n}\right] \tag{9.17}
\end{align*}
$$

Lemma 9.2 Under the assumptions of Theorem 9.2, there exists constant $C$ that depends only on $\ell$ such that with probability at least $1-N^{-A}$, for all

$$
\begin{equation*}
n^{-1 / 2} \leq \delta \leq 1 \text { and } n^{-1 / 2} \leq \Delta \leq 1 \tag{9.18}
\end{equation*}
$$

the following bounds hold:

$$
\begin{align*}
& \alpha_{n}(\delta ; \Delta) \leq \beta_{n}(\delta ; \Delta):=C\left[\delta \sqrt{\frac{d+A \log N}{n}} \bigvee \Delta \sqrt{\frac{A \log N}{n}}\right. \\
& \bigvee \sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{A \log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \\
& \left.\frac{U(L) \log N}{n} \bigvee \frac{A \log N}{n}\right] . \tag{9.19}
\end{align*}
$$

We now proceed exactly as in the proof of Theorem 8.5. Let

$$
\begin{equation*}
\delta=\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)} \quad \text { and } \quad \Delta=\sum_{j \notin J} \hat{\lambda}_{j}^{\varepsilon} \tag{9.20}
\end{equation*}
$$

and suppose $\delta \geq n^{-1 / 2}, \Delta \geq n^{-1 / 2}$. Then, by Lemma 9.2 and bounds (9.16), (9.15), the following bounds hold with probability at least $1-N^{-A}$ :

$$
\begin{equation*}
c \delta^{2} \leq \beta_{n}(\delta, \Delta) \tag{9.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon \Delta \leq 2 \varepsilon \sum_{j \notin J} \lambda_{j}^{\varepsilon}+\frac{2}{\log 2} \beta_{n}(\delta, \Delta) \tag{9.22}
\end{equation*}
$$

where $\beta_{n}(\delta, \Delta)$ is defined in (9.19) (as in the proof of Theorem 8.5 , the case $\delta<n^{-1 / 2}$ or $\Delta<n^{-1 / 2}$ is even simpler). Thus, it remains to solve the inequalities (9.21), (9.22) to complete the proof. First, rewrite (9.22) (with a possible change of constant $C$ ) as

$$
\begin{gathered}
\varepsilon \Delta \leq C \Delta \sqrt{\frac{A \log N}{n}}+C\left[\varepsilon \sum_{j \notin J} \lambda_{j}^{\varepsilon} \bigvee \delta \sqrt{\frac{d+A \log N}{n}} \bigvee\right. \\
\left.\sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{A \log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee \frac{A \log N}{n}\right]
\end{gathered}
$$

If the constant $D$ in condition (9.4) satisfies $D \geq 2 C \vee 1$, then the term $\sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{A \log N}{n}}$ in the maximum can be dropped since it smaller than the first term $\varepsilon \sum_{j \notin J} \lambda_{j}^{\varepsilon}$, and the bound can be written as follows
$\varepsilon \Delta \leq C\left[\varepsilon \sum_{j \notin J} \lambda_{j}^{\varepsilon} \bigvee \delta \sqrt{\frac{d+A \log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee \frac{A \log N}{n}\right]$
We solve the inequality separately for each term in the maximum and take the maximum of the solutions. This yields

$$
\Delta \leq C\left[\sum_{j \notin J} \lambda_{j}^{\varepsilon} \bigvee \frac{\delta}{\varepsilon} \sqrt{\frac{d+A \log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \frac{1}{\varepsilon} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n \varepsilon} \bigvee \frac{A \log N}{n \varepsilon}\right]
$$

which, under the assumption (9.4) with $D \geq 1$, can be upper bounded as follows

$$
\Delta \leq \Delta(\delta):=C\left[\sum_{j \notin J} \lambda_{j}^{\varepsilon} \bigvee \frac{\delta}{\varepsilon} \sqrt{\frac{d+A \log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \bigvee \frac{U(L) \log N}{n \varepsilon} \bigvee \sqrt{\frac{A \log N}{n}}\right]
$$

Using the fact that $\beta_{n}(\delta, \Delta)$ is nondecreasing in $\Delta$, substituting $\Delta(\delta)$ instead of $\Delta$ in (9.21) and dropping the smallest terms, we get

$$
\begin{gathered}
\delta^{2} \leq C\left[\delta \sqrt{\frac{d+A \log N}{n}} \bigvee \sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{A \log N}{n}} \bigvee\right. \\
\left.\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n} \bigvee \frac{A \log N}{n}\right] .
\end{gathered}
$$

Solving the inequality yields the following bound on $\delta^{2}$ :

$$
\begin{equation*}
\delta^{2} \leq C\left[\frac{d+A \log N}{n} \bigvee \sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{A \log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n}\right] \tag{9.23}
\end{equation*}
$$

We substitute this into the expression for $\Delta(\delta)$ which results in the following bound on $\Delta$ :

$$
\begin{gathered}
\Delta \leq C\left[\sum_{j \notin J} \lambda_{j}^{\varepsilon} \bigvee \frac{d+A \log N}{n \varepsilon} \bigvee\left(\sum_{j \notin J} \lambda_{j}^{\varepsilon}\right)^{1 / 2} \frac{1}{\varepsilon}\left(\frac{A \log N}{n}\right)^{1 / 4} \sqrt{\frac{d+A \log N}{n}} \bigvee\right. \\
\sqrt{\frac{U(L) \log N}{n \varepsilon}} \sqrt{\frac{d+A \log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)}^{1 / 2}\left(\frac{A \log N}{n}\right)^{1 / 4} \sqrt{\frac{d+A \log N}{n}} \bigvee \\
\left.\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \bigvee \sqrt{\frac{A \log N}{n}}\right]
\end{gathered}
$$

The inequality $a b \leq\left(a^{2}+b^{2}\right) / 2$ and the condition $\frac{1}{\varepsilon} \sqrt{\frac{A \log N}{n}} \leq 1$, allows us to simplify the last bound and to get

$$
\begin{equation*}
\Delta \leq C\left[\sum_{j \notin J} \lambda_{j}^{\varepsilon} \bigvee \frac{d+A \log N}{n \varepsilon} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \bigvee \frac{U(L) \log N}{n \varepsilon} \bigvee \sqrt{\frac{A \log N}{n}}\right] \tag{9.24}
\end{equation*}
$$

with a constant $C$ depending only on $\ell$. Substitute bounds (9.23) and (9.24) in the expression for $\beta_{n}(\delta, \Delta)$. With a little further work and using Lemma 9.2, we get the following bound on $\alpha_{n}(\delta, \Delta)$ that holds for $\delta, \Delta$ defined by (9.20) with probability at least $1-N^{-A}$ :

$$
\begin{gathered}
\alpha_{n}(\delta, \Delta) \leq C\left[\frac{d+A \log N}{n}+\sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{A \log N}{n}} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}}\right. \\
\left.\bigvee \frac{U(L) \log N}{n}\right]
\end{gathered}
$$

This bound and (9.16) implies that

$$
\begin{align*}
& c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon K\left(\hat{\lambda}^{\varepsilon}, \lambda^{\varepsilon}\right) \leq C\left[\frac{d+A \log N}{n}+\sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{A \log N}{n}} \bigvee\right. \\
& \left.\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n}\right] \tag{9.25}
\end{align*}
$$

and (9.7) follows. Bound (9.5) is an immediate consequence of (9.24); bound (9.6) follows from (9.14) and (9.25).

From theorems 9.1, 9.2 and the properties of the loss function, we will easily deduce the following result.

Let $\mathcal{L}$ be the linear span of the dictionary $\left\{h_{1}, \ldots, h_{N}\right\}$ and let $P_{\mathcal{L}}$ be the orthogonal projector on $\mathcal{L} \subset L_{2}(P)$. Define

$$
g_{\varepsilon}:=P_{\mathcal{L}}\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}\right)
$$

Theorem 9.3 Under the conditions of Theorem 9.1, the following bound holds with probability at least $1-N^{-A}$, with a constant $C>0$ depending only on $\ell$ and with $d=\operatorname{card}(J)$ :

$$
\begin{align*}
& \left|P\left(\ell \bullet f_{\hat{\lambda}^{\varepsilon}}\right)-P\left(\ell \bullet f_{\lambda^{\varepsilon}}\right)\right| \leq C\left[\frac{d+A \log N}{n} \bigvee \sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{d+A \log N}{n}}\right] \bigvee \\
& C^{1 / 2}\left\|g_{\varepsilon}\right\|_{L_{2}(\Pi)}\left[\frac{d+A \log N}{n} \bigvee \sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{d+A \log N}{n}}\right]^{1 / 2} \tag{9.26}
\end{align*}
$$

Similarly, under the conditions of Theorem 9.2, with probability at least $1-N^{-A}$ and with $d=\operatorname{dim}(L)$

$$
\begin{align*}
& \left|P\left(\ell \bullet f_{\hat{\lambda}^{\varepsilon}}\right)-P\left(\ell \bullet f_{\lambda^{\varepsilon}}\right)\right| \leq \\
& C\left[\frac{d+A \log N}{n} \bigvee\left(\sum_{j \notin J} \lambda_{j}^{\varepsilon} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)}\right) \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n}\right] \bigvee \\
& C^{1 / 2}\left\|g_{\varepsilon}\right\|_{L_{2}(\Pi)}\left[\frac{d+A \log N}{n} \bigvee\left(\sum_{j \notin J} \lambda_{j}^{\varepsilon} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)}\right) \sqrt{\frac{A \log N}{n}}\right. \\
& \left.\bigvee \frac{U(L) \log N}{n}\right]^{1 / 2} \tag{9.27}
\end{align*}
$$

Proof of Theorem 9.3. For the losses of quadratic type,

$$
\left(\ell \bullet f_{\hat{\lambda}^{\varepsilon}}\right)(x, y)-\left(\ell \bullet f_{\lambda^{\varepsilon}}\right)(x, y)=\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}\right)(x, y)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right)(x)+R(x, y),
$$

where

$$
|R(x, y)| \leq C\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right)^{2}(x) .
$$

Integrate with respect to $P$ and get

$$
\left|P\left(\ell \bullet f_{\hat{\lambda}^{\varepsilon}}\right)-P\left(\ell \bullet f_{\lambda^{\varepsilon}}\right)-P\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right)\right| \leq C\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2} .
$$

Since

$$
\begin{gathered}
\left|P\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right)\right|=\left|\left\langle\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}, f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\rangle_{L_{2}(P)}\right|=\left|\left\langle P_{\mathcal{L}}\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}\right), f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\rangle_{L_{2}(P)}\right| \leq \\
\left\|g_{\varepsilon}\right\|_{L_{2}(P)}\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}
\end{gathered}
$$

theorems 9.1 and 9.2 imply the result.

Recall that $f_{*}$ is a function that minimizes the risk $P(\ell \bullet f)$ and that $f_{*}$ is uniformly bounded by a constant $M$. It follows from necessary conditions of minimum that

$$
P\left(\ell^{\prime} \bullet f_{*}\right) h_{j}=0, \quad j=1, \ldots, N,
$$

or $\ell^{\prime} \bullet f_{*} \in \mathcal{L}^{\perp}$. For any function $\bar{f}$ uniformly bounded by $M$ and such that $\ell^{\prime} \bullet \bar{f} \in \mathcal{L}^{\perp}$ (for instance, for $f_{*}$ ), the following bounds hold

$$
\begin{gathered}
\left\|g_{\varepsilon}\right\|_{L_{2}(\Pi)}=\left\|P_{\mathcal{L}}\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}\right)\right\|_{L_{2}(P)}=\left\|P_{\mathcal{L}}\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}-\ell^{\prime} \bullet \bar{f}\right)\right\|_{L_{2}(P)} \leq \\
\\
\left\|\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}-\ell^{\prime} \bullet \bar{f}\right)\right\|_{L_{2}(P)} \leq C\left\|f_{\lambda^{\varepsilon}}-\bar{f}\right\|_{L_{2}(\Pi)}
\end{gathered}
$$

since $\ell^{\prime}$ is Lipschitz with respect to the second variable.
Since $\ell$ is the loss of quadratic type, we have, for all $\lambda \in \Lambda$,

$$
\begin{equation*}
\mathcal{E}\left(f_{\lambda}\right) \geq \frac{1}{2} \tau\left(\left\|f_{*}\right\|_{\infty} \vee 1\right)\left\|f_{\lambda}-f_{*}\right\|_{L_{2}(\Pi)}^{2}=: \tau\left\|f_{\lambda}-f_{*}\right\|_{L_{2}(\Pi)}^{2} . \tag{9.28}
\end{equation*}
$$

Theorem 9.3 implies the following bound on the random error

$$
\left|\mathcal{E}\left(f_{\hat{\lambda}^{\varepsilon}}\right)-\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)\right|=\left|P\left(\ell \bullet f_{\hat{\lambda}^{\varepsilon}}\right)-P\left(\ell \bullet f_{\lambda^{\varepsilon}}\right)\right|:
$$

under the conditions of Theorem 9.1, with probability at least $1-N^{-A}$

$$
\begin{align*}
& \left|\mathcal{E}\left(f_{\hat{\lambda}^{\varepsilon}}\right)-\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)\right| \leq C\left[\frac{d+A \log N}{n} \bigvee \sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{d+A \log N}{n}}\right] \bigvee \\
& C^{1 / 2} \sqrt{\frac{\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)}{\tau}}\left[\frac{d+A \log N}{n} \bigvee \sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{d+A \log N}{n}}\right]^{1 / 2} \tag{9.29}
\end{align*}
$$

where $d=d(J)$, and under the conditions of Theorem 9.2 , with probability at least $1-N^{-A}$

$$
\begin{align*}
& \left|\mathcal{E}\left(f_{\hat{\lambda}^{\varepsilon}}\right)-\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)\right| \leq \\
& C\left[\frac{d+A \log N}{n} \bigvee\left(\sum_{j \neq J} \lambda_{j}^{\varepsilon} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)}\right) \sqrt{\frac{A \log N}{n}}\right. \\
& \left.\bigvee \frac{U(L) \log N}{n}\right] \bigvee \\
& C^{1 / 2} \sqrt{\frac{\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)}{\tau}}\left[\frac{d+A \log N}{n} \bigvee\left(\sum_{j \notin J} \lambda_{j}^{\varepsilon} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)}\right) \sqrt{\frac{A \log N}{n}} \bigvee\right. \\
& \left.\frac{U(L) \log N}{n}\right]^{1 / 2} \tag{9.30}
\end{align*}
$$

where $d=\operatorname{dim}(L)$.

### 9.2 Approximation Error Bounds, Alignment and Oracle Inequalities

To consider the approximation error, we will use the definitions of alignment coefficients from Section 7.2.

For $\lambda \in \mathbb{R}^{N}$, let $s_{j}^{N}(\lambda):=\log \left(e N^{2} \lambda_{j}\right), j \in \operatorname{supp}(\lambda)$ and $s_{j}^{N}(\lambda):=0, j \notin \operatorname{supp}(\lambda)$. Note that $\log \lambda_{j}+1$ is the derivative of the function $\lambda \log \lambda$ involved in the definition of the penalty and, for $j \in \operatorname{supp}(\lambda), s_{j}^{N}(\lambda)=\log \lambda_{j}+1+2 \log N$. Introduce the following vector

$$
s^{N}(\lambda):=\left(s_{1}^{N}(\lambda), \ldots, s_{N}^{N}(\lambda)\right) .
$$

We will show that both the approximation error $\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)$ and the "approximate sparsity" of $\lambda^{\varepsilon}$ can be controlled in terms of the alignment coefficient of the vector $s_{N}(\lambda)$ for an arbitrary $\lambda \in \Lambda$. We will use the following version of the alignment coefficient:

$$
\alpha_{N}^{+}(\lambda):=a_{H}^{(b)}\left(\Lambda, \lambda, s^{N}(\lambda)\right) \vee 0,
$$

where

$$
b:=b(\lambda):=2\left\|s_{N}(\lambda)\right\|_{\ell_{\infty}}
$$

Theorem 9.4 There exists a constant $C>0$ that depends only on $\ell$ and on the constant $M$ such that $\left\|f_{*}\right\|_{\infty} \leq M$ with the following property. For all $\varepsilon>0$ and all $\lambda \in \Lambda$,

$$
\begin{equation*}
\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)+\varepsilon \sum_{j \notin \operatorname{supp}(\lambda)} \lambda_{j}^{\varepsilon} \leq 3 \mathcal{E}\left(f_{\lambda}\right)+C\left(\left(\alpha_{N}^{+}(\lambda)\right)^{2} \varepsilon^{2}+\frac{\varepsilon}{N}\right) \tag{9.31}
\end{equation*}
$$

Proof of Theorem 9.4. The definition of $\lambda^{\varepsilon}$ implies that, for all $\lambda \in \Lambda$,

$$
\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)+\varepsilon \sum_{j=1}^{N} \lambda_{j}^{\varepsilon} \log \left(N^{2} \lambda_{j}^{\varepsilon}\right) \leq \mathcal{E}\left(f_{\lambda}\right)+\varepsilon \sum_{j=1}^{N} \lambda_{j} \log \left(N^{2} \lambda_{j}\right)
$$

By convexity of the function $u \mapsto u \log \left(N^{2} u\right)$ and the fact that its derivative is $\log \left(e N^{2} u\right)$,

$$
\begin{align*}
& \mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)+\varepsilon \sum_{j \notin J_{\lambda}} \lambda_{j}^{\varepsilon} \log \left(N^{2} \lambda_{j}^{\varepsilon}\right) \leq \\
& \mathcal{E}\left(f_{\lambda}\right)+\varepsilon \sum_{j \in J_{\lambda}}\left(\lambda_{j} \log \left(N^{2} \lambda_{j}\right)-\lambda_{j}^{\varepsilon} \log \left(N^{2} \lambda_{j}^{\varepsilon}\right)\right) \leq \\
& \mathcal{E}\left(f_{\lambda}\right)+\varepsilon \sum_{j \in J_{\lambda}} \log \left(e N^{2} \lambda_{j}\right)\left(\lambda_{j}-\lambda_{j}^{\varepsilon}\right) \tag{9.32}
\end{align*}
$$

Note that

$$
\begin{gathered}
\varepsilon \sum_{j \notin J_{\lambda}} \lambda_{j}^{\varepsilon}=\varepsilon \sum_{j \notin J_{\lambda}} \lambda_{j}^{\varepsilon} \log \left(N^{2} \lambda_{j}^{\varepsilon}\right)+ \\
\varepsilon \sum_{j \notin J_{\lambda}, \lambda_{j}^{\varepsilon} \leq e N^{-2}} \lambda_{j}^{\varepsilon}\left(1-\log \left(N^{2} \lambda_{j}^{\varepsilon}\right)\right)+\varepsilon \sum_{j \notin J_{\lambda}, \lambda_{j}^{\varepsilon}>e N^{-2}} \lambda_{j}^{\varepsilon}\left(1-\log \left(N^{2} \lambda_{j}^{\varepsilon}\right)\right)
\end{gathered}
$$

We have

$$
\varepsilon \sum_{j \notin J_{\lambda}, \lambda_{j}^{\varepsilon}>e N^{-2}} \lambda_{j}^{\varepsilon}\left(1-\log \left(N^{2} \lambda_{j}^{\varepsilon}\right)\right) \leq 0
$$

and

$$
\varepsilon \sum_{j \notin J_{\lambda}, \lambda_{j}^{\varepsilon} \leq e N^{-2}} \lambda_{j}^{\varepsilon}\left(1-\log \left(N^{2} \lambda_{j}^{\varepsilon}\right)\right) \leq \varepsilon \sum_{j \notin J_{\lambda}, \lambda_{j}^{\varepsilon} \leq e N^{-2}} \lambda_{j}^{\varepsilon} \leq \varepsilon e N^{-1}
$$

Therefore,

$$
\varepsilon \sum_{j \notin J_{\lambda}} \lambda_{j}^{\varepsilon} \leq \varepsilon \sum_{j \notin J_{\lambda}} \lambda_{j}^{\varepsilon} \log \left(N^{2} \lambda_{j}^{\varepsilon}\right)+\varepsilon e N^{-1}
$$

Recalling (9.32), we get

$$
\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)+\varepsilon \sum_{j \notin J_{\lambda}} \lambda_{j}^{\varepsilon} \leq \mathcal{E}\left(f_{\lambda}\right)+\varepsilon \sum_{j \in J_{\lambda}} \log \left(e N^{2} \lambda_{j}\right)\left(\lambda_{j}-\lambda_{j}^{\varepsilon}\right)+\varepsilon e N^{-1} .
$$

If

$$
\mathcal{E}\left(f_{\lambda}\right)+\varepsilon e N^{-1} \geq \varepsilon \sum_{j \in J_{\lambda}} \log \left(e N^{2} \lambda_{j}\right)\left(\lambda_{j}-\lambda_{j}^{\varepsilon}\right),
$$

then

$$
\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)+\varepsilon \sum_{j \notin J_{\lambda}} \lambda_{j}^{\varepsilon} \leq 2 \mathcal{E}\left(f_{\lambda}\right)+2 \varepsilon e N^{-1},
$$

and the bound of the theorem follows. Otherwise, we have

$$
\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)+\varepsilon \sum_{j \notin J_{\lambda}} \lambda_{j}^{\varepsilon} \leq 2 \varepsilon \sum_{j \in J_{\lambda}} \log \left(e N^{2} \lambda_{j}\right)\left(\lambda_{j}-\lambda_{j}^{\varepsilon}\right),
$$

which, in particular, implies that

$$
\sum_{j \notin J_{\lambda}} \lambda_{j}^{\varepsilon} \leq 2\left\|s_{N}(\lambda)\right\|_{\ell_{\infty}} \sum_{j \in J_{\lambda}}\left|\lambda_{j}-\lambda_{j}^{\varepsilon}\right| .
$$

This means that $\lambda-\lambda^{\varepsilon} \in C_{b, \lambda}$. The definition of $\alpha_{N}^{+}(\lambda)$ implies in this case that

$$
\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)+\varepsilon \sum_{j \notin J_{\lambda}} \lambda_{j}^{\varepsilon} \leq 2 \varepsilon \sum_{j \in J_{\lambda}} \log \left(e N^{2} \lambda_{j}\right)\left(\lambda_{j}-\lambda_{j}^{\varepsilon}\right) \leq 2 \varepsilon \alpha_{N}^{+}(\lambda)\left\|f_{\lambda}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)} .
$$

Since $\ell$ is the loss of quadratic type, we have

$$
\left\|f_{\lambda}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)} \leq\left\|f_{\lambda}-f_{*}\right\|_{L_{2}(\Pi)}+\left\|f_{\lambda^{\varepsilon}}-f_{*}\right\|_{L_{2}(\Pi)} \leq \sqrt{\frac{\mathcal{E}\left(f_{\lambda}\right)}{\tau}}+\sqrt{\frac{\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)}{\tau}}
$$

(see (9.28)). This yields

$$
\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)+\varepsilon \sum_{j \notin J_{\lambda}} \lambda_{j}^{\varepsilon} \leq \mathcal{E}\left(f_{\lambda}\right)+2 \varepsilon \alpha_{N}^{+}(\lambda)\left(\sqrt{\frac{\mathcal{E}\left(f_{\lambda}\right)}{\tau}}+\sqrt{\frac{\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)}{\tau}}\right) .
$$

Using the fact that

$$
2 \varepsilon \alpha_{N}^{+}(\lambda) \sqrt{\frac{\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)}{\tau}} \leq 2 \frac{\left(\alpha_{N}^{+}(\lambda)\right)^{2} \varepsilon^{2}}{\tau}+\frac{1}{2} \mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)
$$

and

$$
2 \varepsilon \alpha_{N}^{+}(\lambda) \sqrt{\frac{\mathcal{E}\left(f_{\lambda}\right)}{\tau}} \leq 2 \frac{\left(\alpha_{N}^{+}(\lambda)\right)^{2} \varepsilon^{2}}{\tau}+\frac{1}{2} \mathcal{E}\left(f_{\lambda}\right)
$$

we get

$$
\frac{1}{2} \mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)+\varepsilon \sum_{j \notin J_{\lambda}} \lambda_{j}^{\varepsilon} \leq \frac{3}{2} \mathcal{E}\left(f_{\lambda}\right)+2 \frac{\left(\alpha_{N}^{+}(\lambda)\right)^{2} \varepsilon^{2}}{\tau}
$$

which completes the proof.

Theorem 9.4 and random error bounds (9.29), (9.30) imply oracle inequalities for the excess risk $\mathcal{E}\left(f_{\hat{\lambda}_{\varepsilon}}\right)$. The next corollary is based on (9.30).

Corollary 9.1 Under the conditions of Theorem 9.2, for all $\lambda \in \Lambda$ with $J=\operatorname{supp}(\lambda)$ and for all subspaces $L$ of $L_{2}(\Pi)$ with $d:=\operatorname{dim}(L)$, the following bound holds with probability at least $1-N^{-A}$ and with a constant $C$ depending on $\ell$ and on $M$ :

$$
\begin{gathered}
\mathcal{E}\left(f_{\hat{\lambda}^{\varepsilon}}\right) \leq 4 \mathcal{E}\left(f_{\lambda}\right)+C\left(\frac{d+A \log N}{n}+\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}}+\right. \\
\left.\frac{U(L) \log N}{n}+\left(\alpha_{N}^{+}(\lambda)\right)^{2} \varepsilon^{2}+\frac{\varepsilon}{N}\right) .
\end{gathered}
$$

### 9.3 Density Estimation and Sparse Mixtures Recovery

Let $X_{1}, \ldots, X_{n}$ be i.i.d. observations in $S$ with common distribution $P$ that has density $f_{*}$ with respect to a $\sigma$-finite measure $\mu$ in $(S, \mathcal{A})$. Suppose $f_{*}$ is uniformly bounded by a constant $M$ and $h_{1}, \ldots, h_{N}$ be a dictionary of probability densities with respect to $\mu$ uniformly bounded by 1 (if they are uniformly bounded by an arbitrary constant, the results hold with a proper change of constants in the theorems). The goal is to construct an estimator of the density $f_{*}$ in the family of all mixtures $\left\{f_{\lambda}: \lambda \in \Lambda\right\}$ and in the case when the dictionary is large, but there exists a "sparse" mixture that provides a good approximation of the unknown density. We study an estimator based on minimizing the entropy penalized empirical risk with respect to quadratic loss:

$$
\begin{equation*}
\hat{\lambda}^{\varepsilon}:=\operatorname{argmin}_{\lambda \in \Lambda}\left[\left\|f_{\lambda}\right\|_{L_{2}(\mu)}^{2}-2 P_{n} f_{\lambda}+\varepsilon \sum_{j=1}^{N} \lambda_{j} \log \lambda_{j}\right] . \tag{9.33}
\end{equation*}
$$

We compare $\hat{\lambda}^{\varepsilon}$ with the solution of penalized true risk minimization problem:

$$
\begin{align*}
& \lambda^{\varepsilon}:=\operatorname{argmin}_{\lambda \in \Lambda}\left[\left\|f_{\lambda}-f_{*}\right\|_{L_{2}(\mu)}^{2}-\varepsilon H(\lambda)\right]= \\
& \operatorname{argmin}_{\lambda \in \Lambda}\left[\left\|f_{\lambda}\right\|_{L_{2}(\mu)}^{2}-2 P f_{\lambda}+\varepsilon \sum_{j=1}^{N} \lambda_{j} \log \lambda_{j}\right] . \tag{9.34}
\end{align*}
$$

Bunea, Tsybakov and Wegkamp [26] studied a density estimation problem with $\ell_{1}$ penalized empirical risk with respect to quadratic loss (in the case of linear aggregation rather than convex aggregation).

The results are quite similar to what was done in the previous sections in the case of prediction problems. We formulate them without proofs.

Theorem 9.5 There exist numerical constants $D>0$ and $C>0$ such that, for all $J \subset\{1, \ldots, N\}$ with $d:=d(J)=\operatorname{card}(J)$, for all $A \geq 1$ and for all

$$
\varepsilon \geq D \sqrt{\frac{d+A \log N}{n}}
$$

the following bounds hold with probability at least $1-N^{-A}$ :

$$
\begin{aligned}
& \sum_{j \notin J} \hat{\lambda}_{j}^{\varepsilon} \leq C\left[\sum_{j \notin J} \lambda_{j}^{\varepsilon}+M^{2} \sqrt{\frac{d+A \log N}{n}}\right], \\
& \sum_{j \notin J} \lambda_{j}^{\varepsilon} \leq C\left[\sum_{j \notin J} \hat{\lambda}_{j}^{\varepsilon}+M^{2} \sqrt{\frac{d+A \log N}{n}}\right]
\end{aligned}
$$

and

$$
\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\mu)}^{2}+\varepsilon K\left(\hat{\lambda}^{\varepsilon}, \lambda^{\varepsilon}\right) \leq C\left[M^{2} \frac{d+A \log N}{n} \bigvee \sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{d+A \log N}{n}}\right]
$$

Theorem 9.6 Suppose that

$$
\varepsilon \geq D \sqrt{\frac{A \log N}{n}}
$$

with a large enough numerical constant $D>0$. For all $J \subset\{1, \ldots, N\}$, for all subspaces $L$ of $L_{2}(P)$ with $d:=\operatorname{dim}(L)$ and for all $A \geq 1$, the following bounds hold with probability at least $1-N^{-A}$ and with a numerical constant $C>0$ :

$$
\begin{align*}
& \sum_{j \notin J} \hat{\lambda}_{j}^{\varepsilon} \leq C\left[\sum_{j \notin J} \lambda_{j}^{\varepsilon}+M^{2} \frac{d+A \log N}{n \varepsilon}+\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(P)}+\frac{U(L) \log N}{n \varepsilon}\right],  \tag{9.35}\\
& \sum_{j \notin J} \lambda_{j}^{\varepsilon} \leq C\left[\sum_{j \notin J} \hat{\lambda}_{j}^{\varepsilon}+M^{2} \frac{d+A \log N}{n \varepsilon}+\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(P)}+\frac{U(L) \log N}{n \varepsilon}\right] \tag{9.36}
\end{align*}
$$

and

$$
\begin{align*}
& \left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\mu)}^{2}+\varepsilon K\left(\hat{\lambda}^{\varepsilon}, \lambda^{\varepsilon}\right) \leq C\left[M^{2} \frac{d+A \log N}{n} \bigvee \sum_{j \notin J} \lambda_{j}^{\varepsilon} \sqrt{\frac{A \log N}{n}} \bigvee\right. \\
& \left.\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(P)} \sqrt{\frac{A \log N}{n}} \bigvee \frac{U(L) \log N}{n}\right] \tag{9.37}
\end{align*}
$$

In the case of density estimation, the alignment coefficient should be defined in terms of measure $\mu$ :

$$
\begin{gathered}
a_{H}^{(b)}(\Lambda, \lambda, w):=\sup \left\{\langle w, u\rangle_{\ell_{2}}: u \in-T_{\Lambda}(\lambda) \cap C_{b, \lambda},\left\|f_{u}\right\|_{L_{2}(\mu)}=1\right\}, \\
\alpha_{N}^{+}(\lambda):=a_{H}^{(b)}\left(\Lambda, \lambda, s^{N}(\lambda)\right) \vee 0
\end{gathered}
$$

with

$$
b:=b(\lambda):=2\left\|s_{N}(\lambda)\right\|_{\ell_{\infty}} .
$$

The next two statements provide an approximation error bound and an oracle inequality on the risk $L_{2}(\mu)$-risk of the estimator.

Theorem 9.7 There exists a numerical constant $C>0$ such that, for all $\varepsilon>0$ and all $\lambda \in \Lambda$

$$
\begin{equation*}
\left\|f_{\lambda^{\varepsilon}}-f_{*}\right\|_{L_{2}(\mu)}^{2}+\varepsilon \sum_{j \notin \operatorname{supp}(\lambda)} \lambda_{j}^{\varepsilon} \leq 3\left\|f_{\lambda}-f_{*}\right\|_{L_{2}(\mu)}^{2}+C\left(\varepsilon^{2}\left(\alpha_{N}^{+}(\lambda)\right)^{2}+\frac{\varepsilon}{N}\right) . \tag{9.38}
\end{equation*}
$$

Corollary 9.2 Under the conditions of Theorem 9.6, for all $\lambda \in \Lambda$ with $J=\operatorname{supp}(\lambda)$ and for all subspaces $L$ of $L_{2}(\Pi)$ with $d:=\operatorname{dim}(L)$, the following bound holds with probability at least $1-N^{-A}$ and with a numerical constant $C$ :

$$
\begin{gathered}
\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{*}\right\|_{L_{2}(\mu)}^{2} \leq 4\left\|f_{\lambda}-f_{*}\right\|_{L_{2}(\mu)}^{2}+ \\
C\left(M^{2} \frac{d+A \log N}{n}+\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \sqrt{\frac{A \log N}{n}}+\frac{U(L) \log N}{n}+\varepsilon^{2}\left(\alpha_{N}^{+}(\lambda)\right)^{2}+\frac{\varepsilon}{N}\right) .
\end{gathered}
$$

## 9.4 $\quad \ell_{p}$-Penalization in Sparse Recovery

In this section, we will briefly discuss another example of strictly convex penalization, penalization with the $p$-th power of $\ell_{p}$-norm. Specifically, we will study the following penalized empirical risk minimization problem

$$
\begin{equation*}
\hat{\lambda}^{\varepsilon}:=\operatorname{argmin}_{\lambda \in U_{\ell_{p}}}\left[P_{n}\left(\ell \bullet f_{\lambda}\right)+\varepsilon\|\lambda\|_{\ell_{p}}^{p}\right] \tag{9.39}
\end{equation*}
$$

that will be compared with its true version

$$
\begin{equation*}
\lambda^{\varepsilon}:=\operatorname{argmin}_{\lambda \in U_{\ell_{p}}}\left[P\left(\ell \bullet f_{\lambda}\right)+\varepsilon\|\lambda\|_{\ell_{p}}^{p}\right] . \tag{9.40}
\end{equation*}
$$

Here $p \in[1,2]$ and we will denote

$$
q:=\frac{p}{p-1} .
$$

We will be also using the notations of the previous sections such as, for instance, the quantity $U(L)$.

The following theorems provide control of the size of random $L_{2}(\Pi)$-error $\| f_{\hat{\lambda}^{\varepsilon}}-$ $f_{\lambda^{\varepsilon}} \|_{L_{2}(\Pi)}$ in terms of sparsity or approximate sparsity of $\lambda^{\varepsilon}$. They also show that approximate sparsity of $\lambda^{\varepsilon}$ implies that $\hat{\lambda}^{\varepsilon}$ possesses a similar property. We will start with the case when the vector $\lambda^{\varepsilon}$ is sparse, i.e., there exists a small set $J \subset\{1, \ldots, N\}$ such that $\lambda_{j}^{\varepsilon}=0, j \notin J$.

Theorem 9.8 There exist constants $D_{0}>0$ and $C>0$ depending only on $\ell$ with the following property. Suppose that $J \subset\{1, \ldots, N\}$ with $d:=d(J)=\operatorname{card}(J)$ and

$$
\lambda_{j}^{\varepsilon}=0, j \notin J .
$$

For all $A \geq 1$, for all $D \geq D_{0}$ and for

$$
\begin{equation*}
\varepsilon=D N^{1 / q}\left(\sqrt{\frac{d+A \log N}{n}}+\sqrt{\frac{q-1}{n}}\right) \tag{9.41}
\end{equation*}
$$

the following bounds hold with probability at least $1-N^{-A}$ :

$$
\sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right|^{p} \leq C\left[\frac{d+A \log N}{n \varepsilon} \bigvee \frac{1}{D^{q}}\right]
$$

and

$$
\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2} \leq C\left[\frac{d+A \log N}{n} \bigvee \frac{(p-1) \varepsilon}{D^{q}}\right] .
$$

Another version of the result allows one to use smaller values of regularization parameter $\varepsilon$ than in condition (9.41).

Theorem 9.9 There exist constants $D_{0}>0$ and $C>0$ depending only on $\ell$ with the following property. Suppose that $J \subset\{1, \ldots, N\}$ is such that

$$
\lambda_{j}^{\varepsilon}=0, \quad j \notin J .
$$

Let $L$ be a subspace of $L_{2}(\Pi)$ with $d:=\operatorname{dim}(L)<+\infty$. For all $A \geq 1$, for all $D \geq D_{0}$ and for

$$
\begin{equation*}
\varepsilon=D N^{1 / q} \sqrt{\frac{q-1}{n}} \tag{9.42}
\end{equation*}
$$

the following bounds hold with probability at least $1-N^{-A}$ :

$$
\sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right|^{p} \leq C\left[\frac{d+A \log N}{n \varepsilon} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \bigvee U(L) \frac{N^{2 / q}(q-1)}{n \varepsilon} \bigvee \frac{1}{D^{q}}\right]
$$

and

$$
\begin{aligned}
\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2} \leq C & {\left[\frac{d+A \log N}{n} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \frac{N^{1 / q}(q-1)^{1 / 2}}{n^{1 / 2}} \bigvee\right.} \\
& \left.U(L) \frac{N^{2 / q}(q-1)}{n} \bigvee \frac{(p-1) \varepsilon}{D^{q}}\right]
\end{aligned}
$$

Note that if $p-1 \asymp \frac{1}{\log N}$ (this was the case of $p$ close to 1 studied in [65]), then

$$
N^{1 / q} \sqrt{\frac{q-1}{n}} \asymp \sqrt{\frac{\log N}{n}}
$$

and the error terms in the bounds of the theorems start resembling the error terms in the case of $\ell_{1}$-penalization (see Section 8.2). Also, in the case of $p$ close to 1 the term $\frac{1}{D^{q}}$ becomes of the order $N^{-B}$ for some $B>0$, so, it is small. The size of this term can be also controlled by the choice of $D$ (which could be an arbitrary number larger than $D_{0}$ for some constant $D_{0}$ depending only on $\ell$ ).

We turn now to the case when $\lambda^{\varepsilon}$ is approximately sparse.
Theorem 9.10 There exist constants $D_{0}>0$ and $C>0$ depending only on $\ell$ such that, for all $J \subset\{1, \ldots, N\}$ with $d:=d(J)=\operatorname{card}(J)$, for all $A \geq 1$, for all $D \geq D_{0}$ and for

$$
\begin{equation*}
\varepsilon=D(q-1) N^{1 / q}\left(\sqrt{\frac{d+A \log N}{n}}+\sqrt{\frac{q-1}{n}}\right) \tag{9.43}
\end{equation*}
$$

the following bounds hold with probability at least $1-N^{-A}$ :

$$
\begin{aligned}
& \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right|^{p} \leq C\left[\sum_{j \notin J}\left|\lambda_{j}^{\varepsilon}\right|^{p} \bigvee(q-1) \frac{d+A \log N}{n \varepsilon} \bigvee \frac{1}{D^{q}}\right], \\
& \sum_{j \notin J}\left|\lambda_{j}^{\varepsilon}\right|^{p} \leq C\left[\sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right|^{p} \bigvee(q-1) \frac{d+A \log N}{n \varepsilon} \bigvee \frac{1}{D^{q}}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
&\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2} \leq C\left[\frac { d + A \operatorname { l o g } N } { n } \bigvee ( \sum _ { j \notin J } | \lambda _ { j } ^ { \varepsilon } | ^ { p } ) ^ { 1 / p } \left(\sqrt{\frac{d+A \log N}{n}}\right.\right. \\
&\left.\left.\bigvee \frac{N^{1 / q}(q-1)^{1 / 2}}{n^{1 / 2}}\right) \bigvee \frac{(p-1) \varepsilon}{D^{q}}\right]
\end{aligned}
$$

Similarly to Theorem 9.9, we will also establish another version of these bounds that hold for smaller values of $\varepsilon$.

Theorem 9.11 There exist constants $D_{0}>0$ and $C>0$ depending only on $\ell$ with the following property. For all $J \subset\{1, \ldots, N\}$, for all subspaces $L \subset L_{2}(\Pi)$ with $d:=\operatorname{dim}(L)$, for all $A \geq 1$, for all $D \geq D_{0}$ and for

$$
\begin{equation*}
\varepsilon=D(q-1) N^{1 / q} \sqrt{\frac{q-1}{n}} \tag{9.44}
\end{equation*}
$$

the following bounds hold with probability at least $1-N^{-A}$ :

$$
\begin{gathered}
\sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right|^{p} \leq \\
C\left[\sum_{j \notin J}\left|\lambda_{j}^{\varepsilon}\right|^{p} \bigvee(q-1) \frac{d+A \log N}{n \varepsilon} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \bigvee U(L) \frac{N^{2 / q}(q-1)}{n \varepsilon} \bigvee \frac{1}{D^{q}}\right], \\
\sum_{j \notin J}\left|\lambda_{j}^{\varepsilon}\right|^{p} \leq \\
C\left[\sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right|^{p} \bigvee(q-1) \frac{d+A \log N}{n \varepsilon} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \bigvee U(L) \frac{N^{2 / q}(q-1)}{n \varepsilon} \bigvee \frac{1}{D^{q}}\right],
\end{gathered}
$$

and

$$
\begin{aligned}
& \left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2} \leq C\left[\frac{d+A \log N}{n} \bigvee\left(\sum_{j \notin J}\left|\lambda_{j}^{\varepsilon}\right|^{p}\right)^{1 / p} \frac{N^{1 / q}(q-1)^{1 / 2}}{n^{1 / 2}} \bigvee\right. \\
& \left.\max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \frac{N^{1 / q}(q-1)^{1 / 2}}{n^{1 / 2}} \bigvee U(L) \frac{N^{2 / q}(q-1)}{n} \bigvee \frac{(p-1) \varepsilon}{D^{q}}\right]
\end{aligned}
$$

We are not going to give the proofs of these results. They are based on general approach outlined in Section 8.1 and the details of the arguments are close to the proofs of theorems 8.5 and 9.2. Theorem 3.5 is being used to control the $\ell_{q}$-norms of Rademacher processes indexed by finite classes which is needed in the proofs. It is worth mentioning that, in this case, inequality (8.4) takes the following form (for $\lambda=\lambda^{\varepsilon}$ ):

$$
\begin{align*}
& c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon p \sum_{j=1}^{N}\left(\left|\hat{\lambda}_{j}^{\varepsilon}\right|^{p-1} \operatorname{sign}\left(\hat{\lambda}_{j}^{\varepsilon}\right)-\left|\lambda_{j}^{\varepsilon}\right|^{p-1} \operatorname{sign}\left(\hat{\lambda}_{j}^{\varepsilon}\right)\right)\left(\hat{\lambda}_{j}^{\varepsilon}-\lambda_{j}^{\varepsilon}\right) \\
& \leq\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right) . \tag{9.45}
\end{align*}
$$

In the case when $\lambda^{\varepsilon}$ is sparse, i.e., there exists $J \subset\{1, \ldots, N\}$ such that $\lambda_{j}^{\varepsilon}=0, j \notin$ $J$, this yields the following bound

$$
\begin{equation*}
c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2}+\varepsilon p \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right|^{p} \leq\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right) . \tag{9.46}
\end{equation*}
$$

This provides a way to control the sparsity of the empirical solution $\hat{\lambda}^{\varepsilon}$ in terms of the empirical process in the right hand side which is used to complete the proofs of theorems 9.8 and 9.9.

In the case when the true solution $\lambda^{\varepsilon}$ is only approximately sparse, the corresponding bounds become more complicated: for an arbitrary set $J$,

$$
\begin{equation*}
\frac{p \log 2}{4}(p-1) \varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right|^{p} \leq \frac{p 2^{p} \log 2}{4}(p-1) \varepsilon \sum_{j \notin J}\left|\lambda_{j}^{\varepsilon}\right|^{p}+\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\lambda^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right) \tag{9.47}
\end{equation*}
$$

and

$$
c\left\|f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right\|_{L_{2}(\Pi)}^{2} \leq\left(P-P_{n}\right)\left(\ell^{\prime} \bullet f_{\hat{\lambda}^{\varepsilon}}\right)\left(f_{\hat{\lambda}^{\varepsilon}}-f_{\lambda^{\varepsilon}}\right)
$$

However, it is still possible to use these inequalities and implement the program outlined in Section 8.1. This leads to theorems 9.10 and 9.11 . Note that, in this case, there is an additional factor $p-1$ in front of the expression

$$
\varepsilon \sum_{j \notin J}\left|\hat{\lambda}_{j}^{\varepsilon}\right|^{p}
$$

characterizing the sparsity of $\hat{\lambda}^{\varepsilon}$. Essentially, it comes from the second derivative of the penalty function $\psi(u)=|u|^{p}$. In the case when $p$ is close to 1 this factor is small and it leads to a large extra factor $q-1$ in the lower bound on $\varepsilon$ in theorems 9.10 and 9.11 . This is not needed in the sparse case of theorems 9.8 and 9.9.

Finally, we will discuss a version of approximation error bounds and oracle inequalities in the case of $\ell_{p}$-penalization. This can be done by repeating the arguments of Section 9.2 for entropy penalization.

For $\lambda \in \mathbb{R}^{N}$, let

$$
s_{j}(\lambda):=p\left|\lambda_{j}\right|^{p-1} \operatorname{sign}\left(\lambda_{j}\right), j=1, \ldots, N .
$$

Clearly,

$$
s_{j}(\lambda)=\psi^{\prime}\left(\lambda_{j}\right),
$$

where $\psi(u)=|u|^{p}$ is the penalty function. The vector

$$
s(\lambda):=\left(s_{1}(\lambda), \ldots, s_{N}(\lambda)\right)=\nabla \sum_{j=1}^{N}\left|\lambda_{j}\right|^{p}
$$

is the gradient of the penalty.
Define the following version of the alignment coefficient:

$$
\alpha_{+}(\lambda):=a_{H}^{(b)}\left(U_{\ell_{p}}, \lambda, s(\lambda)\right) \vee 0
$$

with

$$
b:=b(\lambda):=2\|s(\lambda)\|_{\ell_{\infty}} .
$$

The next result shows that the approximation error $\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)$ and the "approximate sparsity" of $\lambda^{\varepsilon}$ can be controlled in terms of $\alpha_{+}(\lambda)$.

Theorem 9.12 There exists a constant $C>0$ that depends only on $\ell$ and on the constant $M$ such that $\left\|f_{*}\right\|_{\infty} \leq M$ with the following property. For all $\varepsilon>0$ and all $\lambda \in U_{\ell_{1}}$,

$$
\begin{equation*}
\mathcal{E}\left(f_{\lambda^{\varepsilon}}\right)+\varepsilon \sum_{j \notin \operatorname{supp}(\lambda)}\left|\lambda_{j}^{\varepsilon}\right|^{p} \leq 3 \mathcal{E}\left(f_{\lambda}\right)+C\left(\alpha_{+}(\lambda)\right)^{2} \varepsilon^{2} \tag{9.48}
\end{equation*}
$$

Together with random error bounds, Theorem 9.12 easily implies oracle inequalities. For instance, the next result follows from Theorem 9.11.

Corollary 9.3 Under the conditions of Theorem 9.11, for all $\lambda \in U_{\ell_{1}}$ with $J=\operatorname{supp}(\lambda)$ and for all subspaces $L$ of $L_{2}(\Pi)$ with $d:=\operatorname{dim}(L)$, the following bound holds with probability at least $1-N^{-A}$ and with a constant $C$ depending on $\ell$ and on $M$ :

$$
\begin{gathered}
\mathcal{E}\left(f_{\hat{\lambda}_{\varepsilon}}\right) \leq 4 \mathcal{E}\left(f_{\lambda}\right)+C\left(\frac{d+A \log N}{n} \bigvee \max _{j \in J}\left\|P_{L^{\perp}} h_{j}\right\|_{L_{2}(\Pi)} \frac{N^{1 / q}(q-1)^{1 / 2}}{n^{1 / 2}} \bigvee\right. \\
\left.U(L) \frac{N^{2 / q}(q-1)}{n} \bigvee \frac{(p-1) \varepsilon}{D^{q}} \bigvee\left(\alpha_{+}(\lambda)\right)^{2} \varepsilon^{2}\right)
\end{gathered}
$$

## 10 Appendix: Properties of $\sharp$ - and b-Transforms

In this appendix, we provide some properties of $\sharp$ - and b-transforms introduced in Section 4.1 and used in the construction of excess risk bounds. The proofs of these properties are rather elementary. We are mainly interested in $\sharp$-transform.

1. If $\psi(u)=o(u)$ as $u \rightarrow \infty$, then the function $\psi^{\sharp}$ is defined on $(0,+\infty)$ and is a nonincreasing function on this interval.
2. If $\psi_{1} \leq \psi_{2}$, then $\psi_{1}^{\sharp} \leq \psi_{2}^{\sharp}$. Moreover, if $\psi_{1}(\delta) \leq \psi_{2}(\delta)$ either for all $\delta \geq \psi_{2}^{\sharp}(\varepsilon)$, or for all $\delta \geq \psi_{1}^{\sharp}(\varepsilon)-\tau$ with an arbitrary $\tau>0$, then also $\psi_{1}^{\sharp}(\varepsilon) \leq \psi_{2}^{\sharp}(\varepsilon)$.
3. For all $a>0$,

$$
(a \psi)^{\sharp}(\varepsilon)=\psi^{\sharp}(\varepsilon / a) .
$$

4. If $\varepsilon=\varepsilon_{1}+\cdots+\varepsilon_{m}$, then

$$
\psi_{1}^{\sharp}(\varepsilon) \bigvee \cdots \bigvee \psi_{m}^{\sharp}(\varepsilon) \leq\left(\psi_{1}+\cdots+\psi_{m}\right)^{\sharp}(\varepsilon) \leq \psi_{1}^{\sharp}\left(\varepsilon_{1}\right) \bigvee \cdots \bigvee \psi_{m}^{\sharp}\left(\varepsilon_{m}\right) .
$$

5. If $\psi(u) \equiv c$, then

$$
\psi^{\sharp}(\varepsilon)=c / \varepsilon .
$$

6. If $\psi(u):=u^{\alpha}$ with $\alpha \leq 1$, then

$$
\psi^{\sharp}(\varepsilon):=\varepsilon^{-1 /(1-\alpha)} .
$$

7. For $c>0$, denote $\psi_{c}(\delta):=\psi(c \delta)$. Then

$$
\psi_{c}^{\sharp}(\varepsilon)=\frac{1}{c} \psi^{\sharp}(\varepsilon / c) .
$$

If $\psi$ is nondecreasing and $c \geq 1$, then

$$
c \psi^{\sharp}(u) \leq \psi^{\sharp}(u / c) .
$$

8. For $c>0$, denote $\psi_{c}(\delta):=\psi(\delta+c)$. Then for all $u>0, \varepsilon \in(0,1]$

$$
\psi_{c}^{\sharp}(u) \leq \psi^{\sharp}(\varepsilon u / 2)-c \vee c \varepsilon .
$$

Recall the definitions of functions of concave type and strictly concave type from Section 4.1.
9. If $\psi$ is of concave type, then $\psi^{\sharp}$ is the inverse of the function

$$
\delta \mapsto \frac{\psi(\delta)}{\delta}
$$

In this case,

$$
\psi^{\sharp}(c u) \geq \psi^{\sharp}(u) / c
$$

for $c \leq 1$ and

$$
\psi^{\sharp}(c u) \leq \psi^{\sharp}(u) / c
$$

for $c \geq 1$.
10. If $\psi$ is of strictly concave type with exponent $\gamma$, then for $c \leq 1$

$$
\psi^{\sharp}(c u) \leq \psi^{\sharp}(u) c^{-\frac{1}{1-\gamma}} .
$$
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